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Introduction
In the RAN3 last # 123 Bis meeting, the following agreements have been reached:
· For XR DC, RAN3 agree to support MN-terminated MCG bearer, SN-terminated SCG bearer, MN-terminated SCG bearer, and SN-terminated MCG bearer. 
· FFS on whether non-homogenous DC is supported or not.
· Whether and how to support split bearer for XR traffic needs to be further checked.
PDU set based handling:
Agreement: Add the behaviour text on handling the PDU Set QoS Parameters IE in S-NG-RAN node Addition Preparation procedure and M-NG-RAN node initiated S-NG-RAN node Modification Preparation procedure.
ECN marking:
Agreement: Enhance the S-NG-RAN node Addition Preparation procedure and M-NG-RAN node-initiated S-NG-RAN node Modification Preparation procedure, to transfer the ECN Marking or Congestion Information Reporting Request IE to S-NG-RAN node, and support the S-NG-RAN node to report ECN Marking or Congestion Information Reporting Status to M-NG-RAN node.
PSI Discard coordination:
Agreement:
· The PDCP host node to inform the corresponding node about whether the UL PSI based SDU discarding is (re)configured/released for MN-terminated SCG bearer and SN-terminated MCG bearer over XnAP.
· UL PSI based discard coordination for split bearer between MN and SN will not be considered for NR-DC. 
· FFS whether MN/SN can inform SN/MN about the (de)activation of the UL PSI based discard for the split bearer.
· FFS on whether and how to support DL PSI based discard for NR-DC.
· FFS on BAT reporting in NR-DC.
Discussion
[bookmark: _Hlk134566839]Definition of Non-homogeneous DC
Homogeneous DC is considered as the scenarios, in which the SN and MN have the same capabilities, including what are discussed under 21.2, PDU set based handling, PSI discard coordination, ECN marking and congestion information reporting, BAT reporting, etc. 
In the context of RAN 3, if exclusively homogeneous DC scenarios are under consideration, it obviates the necessity for mutual capability disclosure between the MN and SN. The MN can safely presume that the SN's capabilities mirror its own precisely.
As a result, there is no need for many agreed procedures, e.g.,
PDU set based handling:
Agreement: Add the behaviour text on handling the PDU Set QoS Parameters IE in S-NG-RAN node Addition Preparation procedure and M-NG-RAN node initiated S-NG-RAN node Modification Preparation procedure.
ECN marking:
Agreement: Enhance the S-NG-RAN node Addition Preparation procedure and M-NG-RAN node-initiated S-NG-RAN node Modification Preparation procedure, to transfer the ECN Marking or Congestion Information Reporting Request IE to S-NG-RAN node, and support the S-NG-RAN node to report ECN Marking or Congestion Information Reporting Status to M-NG-RAN node.
RAN 3 should assume the non-homogeneity of MN and SN in capabilities, and discuss the procedures to support the non-homogeneity of MN and SN. 
In the following discussions, it takes the assumption of non-homogeneity of MN and SN in capabilities.
PDU Set Based Handling
In the MN initiated SN Addition procedure and SN node Modification procedure, if MN supports PDU Set based handling capability, MN shall notify this in SN Addition/Modification Request through PDU Set Based Handling Indicator IE. On the other hand, SN shall notify its PDU set based handling capability in SN node Addition/Modification Acknowledge to MN through PDU Set Based Handling Indicator IE. 
The MN and SN shall store this PDU Set Based Handling Indicator IE and use accordingly. 
Non-homogeneity of MN and SN in PDU Set Based Handling exists, MN and SN needs to notify each other whether PDU Set Based Handling is supported.
PDU Set Based Handling Indicator IE is used to notify between MN and SN in SN Addition/Modification Request, and SN Addition/Modification Request Acknowledge. 
For a QoS flow established with PDU Set QoS parameters, if the PDU Set based Handling Indicator IE set to "supported" is included in S-NODE ADDITION REQUEST ACKNOWLEDGE message, the M-NG-RAN node shall, if supported, include the PDU Set information in the data to be forwarded in the SN-terminated bearers. Otherwise, the M-NG-RAN node may not include the PDU Set information in the data to be forwarded in the SN-terminated bearers.
PSI Discard Coordination
As agreed in the RAN3 123 Bis meeting, the PDCP host node to inform the corresponding node about whether the UL PSI based SDU discarding is (re)configured/released for MN-terminated SCG bearer and SN-terminated MCG bearer over XnAP. gNB can signal an activation/deactivation of the PSI based discard timer to the UE by MAC CE. 
For PSI based SDU discard related to MN-terminated MCG bearer, and SN-terminated MCG bearer, there is no impact to RAN3. Rel-18 PSI based discard mechanism can be reused. 
For UL PSI SDU based discard related to MN-terminated SCG bearer and SN-terminated SCG bearer, MN sends the configuration of the UL PSI based SDU discard timer to SN. 
In MN-terminated SCG bearer and SN-terminated SCG bearer, it depends on the SN-DU to decide that such activation/deactivation is needed or not. The procedure is as following:
1. MN-CU informs SN-DU the configuration of the UL PSI based SDU discard timer through Xn and F1 interfaces.
2. SN-CU activates/deactivates the UL PSI based SDU discard timer through MAC CE
For UL PSI SDU based discard related to SN-terminated bearers, MN-CU sends the configuration of the UL PSI based SDU discard timer to SN-CU over Xn interface, then SN-CU sends the configuration of the UL PSI based SDU discard timer to SN-DU over Xn interface. 
Burst Arrival Time Reporting
RAN2 has defined that the UL BAT is denoted in referenceTime or referenceSFN-AndSlot. When the BAT is denoted as referenceSFN-AndSlot, it represents a time relative to the clock in PCell. However, in case of NR-DC, PCell in MCG and PSCell in SCG might not be time-synchronized. Due to such time-desynchronization, the reported BAT from UE according to the time of PCell in MCG cannot be adopted by PSCell in SCG. 
Network based solution to resolve the above issue operates as following:
· UE calculates the BAT of a QoS flow according to the time of PCell and transits this information to MN.
· SFN Offset between MN and SN could be obtained as stated in TS 38.423 [1] as below:
	﻿If the SFN Offset IE is included in the XN SETUP REQUEST or XN SETUP RESPONSE message, the receiving NGRAN node shall, if supported, use this information to deduce the SFN0 time offset of the reported cell. The receiving NG-RAN node shall consider the received SFN Offset IE content valid until reception of an update of the IE for the same cell(s).


· After MN forwards the BAT to SN, SN calculates the BAT of the QoS flow based on the SFN Offset between MN and SN. 
SFN Offset between MN and SN has already been supported, network-based solution for BAT calculation at SN based on the BAT information forwarded by MN to SN is feasible.
RAN 3 focuses on network-based solution firstly for BAT reporting between MN and SN.
Whether Split-Bearer Should be Considered
For split bearers, MN terminated SCG bearers and SN terminated MCG bearers, PDCP data is transferred between the MN and the SN via the MN-SN user plane Xn-U interface [2]. Bearer split happens at the PDCP layer. Figure 1 shows the bearer split happens at the MN, downlink PDCP packets could be forwarded from MN to UE, or from MN to SN through the forwarding tunnel between MN and SN, then from SN to UE. 
Split-Bearer scenarios do add a little complexity to those procedures, regarding PDU-set based handling, ECN marking, PSI discard coordination, etc.  But it adds more interesting scenarios for dual connectivity. MN terminated SCG bearer, SN terminated MCG bearer do not reflect “DUAL” in the common sense. 
RAN 3 should consider split bearer scenarios. However, we can firstly consider all the issues in MN terminated SCG bearer, SN terminated MCG bearer, MN terminated MCG bearer and SN terminated SCG bearer before moving to split bearer. 
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[bookmark: _Ref163054153]Figure 1 One downlink user plane scenario of dual connectivity
Responses to SA2 LS
RAN3 received SA2 LS on FS_XRM Ph2 [1], the following questions related to RAN3 were raised.
	[bookmark: _Hlk146817914][bookmark: _Hlk149073305]SA2 has started to evaluate solutions for key issues for the study of XR and Media Services Ph2 (TR 23.700-70). SA2 would like to coordinate on the following aspects:
· [bookmark: _Hlk164248013][bookmark: _Hlk164340234]Question1 [for SA4, RAN2 and RAN3]: PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decision as comparing to the existing (R18) PDU Set information that is already provided by the AS?
· Question3 [for RAN2 and RAN3]: SA2 would like to ask for to feedback on whether it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows. 
· Question6 [for RAN2 and RAN3]: In the attached S2-2405372, it introduces to measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server, SA2 would like RAN2 and RAN3 to provide feedback on the attached solution.


Regarding Question 1, PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets, it is helpful to MN and SN in DU scenarios to decide which PDU Sets should be discarded, especially in the split bearer scenario. 
Regarding Question 3, it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows.
Regarding Question 6, if the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) could be measured in the network and exposed to the application server, it can help the application server adaptively adjust its sending rate and content. 
RAN 3 should consider to support PDU Set correlation information among PDU Sets, providing data rate for the (non-)GBR QoS Flows, measurement and exposure of the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server.  

Conclusions
In this document, we discuss the support of XR in DC. The following proposals are made:
1. RAN 3 should assume the non-homogeneity of MN and SN in capabilities, and discuss the procedures to support the non-homogeneity of MN and SN. 
1. PDU Set Based Handling Indicator IE is used to notify between MN and SN in SN Addition/Modification Request, and SN Addition/Modification Request Acknowledge. 
1. For a QoS flow established with PDU Set QoS parameters, if the PDU Set based Handling Indicator IE set to "supported" is included in S-NODE ADDITION REQUEST ACKNOWLEDGE message, the M-NG-RAN node shall, if supported, include the PDU Set information in the data to be forwarded in the SN-terminated bearers. Otherwise, the M-NG-RAN node may not include the PDU Set information in the data to be forwarded in the SN-terminated bearers.
1. For UL PSI SDU based discard related to SN-terminated bearers, MN-CU sends the configuration of the UL PSI based SDU discard timer to SN-CU over Xn interface, then SN-CU sends the configuration of the UL PSI based SDU discard timer to SN-DU over Xn interface. 
1. RAN 3 focuses on network-based solution firstly for BAT reporting between MN and SN.
1. RAN 3 should consider split bearer scenarios. However, we can firstly consider all the issues in MN terminated SCG bearer, SN terminated MCG bearer, MN terminated MCG bearer and SN terminated SCG bearer before moving to split bearer. 
1. RAN 3 should consider to support PDU Set correlation information among PDU Sets, providing data rate for the (non-)GBR QoS Flows, measurement and exposure of the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server.  
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