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1. Introduction
In R18, the following consensus are gotten on the split architecture use cases:
RAN3 will focus on non-split architecture use cases and procedures first and discuss split architecture use cases and procedures when completion for the non-split architecture use cases and procedures is achieved. 
UE traffic metric takes the data volume for a UE as the starting point.  
The cell-level UE trajectory prediction function is located in gNB CU-CP.
The location for resource status prediction in split architecture:
For current resource status input data from gNB DU, the resource status prediction function is located in gNB CU-CP. 
For current resource status input data from gNB CU-UP, the resource status prediction function is located in gNB CU-CP.
Work on the measured EC transmission from gNB-DU to gNB-CU over F1 in R18. Whether reusing the current F1AP procedures or defining new procedures needs to be further discussed.
RAN3#121bis：
Enhancements to support AI/ML for split RAN architecture are not pursued in R18

In RAN3 123-bis meeting, the following information is captured in chairman notes:
·  Formulate the use case and solution for split architecture support, NR-DC, and continuous MDT use cases
So split architecture support for the 3 R18 use cases shall be discussed in RAN3 #124.

.2	Discussion
In R18, RAN3 focused first on non-split architecture use cases and procedures, and split RAN architecture are not pursued. And in R19, we will continue the discussion on split architecture use cases and procedures.
In R18, three use cases: Load Balance, Mobility Enhancement and Energy Saving are considered and discussed:
2.1 Load Balance
· For load balance, the resource status prediction could be requested over Xn, it has been agreed that for current resource status input data from gNB DU, the resource status prediction function is located in gNB CU-CP. For current resource status input data from gNB CU-UP, the resource status prediction function is located in gNB CU-CP. To predict the resource status, gNB CU-CP needs to collect current resource status data from gNB DU over F1 interface and gNB CU-UP over E1 interface. 
· Also the UE performance feedback may be requested through Xn after HO, which includes Average UE Throughput DL, Average UE Throughput UL, Average Packet Delay, Average Packet Loss. The Throughput DL and Throughput UL are measured in gNB DU, Packet Loss DL is measured in gNB DU, but Packet Loss UL is measured in gNB CU-UP, while Packet Delay involve measurements from both gNB DU and gNB CU-UP. 
Observation 1: For load balance use case, resource status and UE performance shall be reported to gNB CU-CP. Resource status and UE performance are measured both in gNB DU and gNB CU-UP. The prediction function for resource status has been agreed to be located in gNB CU-CP. To transfer the resource status, we can re-use the current Resource Status Request Initiation and Reporting procedures.
Proposal 1: It is beneficial to transfer the UE performance data from gNB DU to gNB CU-CP through F1 interface, and from gNB CU-UP to gNB CU-CP through E1 interface. gNB CU-CP can collect these data to generate the overall UE performance feedback data for the gNB.
2.2 Mobility Enhancement
· For mobility enhancement, measured UE trajectory is requested as feedback over Xn, including the information of stayed Cell ID and stay Duration, which can be measured in gNB CU-CP.
· It has also been agreed that the prediction function of UE trajectory is located in gNB CU-CP. The prediction of UE trajectory may need to collect current UE traffic metric locally. 
· The gNB needs predicted UE traffic as input for AI/ML Training and Inference. To predict UE traffic, gNB CU-CP needs to collect current UE traffic metric from gNB CU-UP and gNB DU. 
For mobility enhancement, UE traffic metric shall be reported to gNB CU-CP. It has been agreed to use data volume as the start point for UE traffic metric, the current DL/UL PDCP SDU Data Volume are measured in gNB DU. The cell-level UE trajectory prediction function is agreed to be located in gNB CU-CP.
Proposal 2: It is beneficial to transfer the UE traffic metric from gNB DU to gNB CU-CP through F1 interface. gNB CU-CP shall use the UE traffic metric data as input for UE traffic predication and UE trajectory predication.

2.3 Energy Saving
· For energy saving, it is not clear and agreed how to calculate the overall energy cost for the whole gNB in split architecture. However, it is clear in TS 28.310 that the energy consumption is mainly measured in the gNB-DU.
	- 	When gNBCU/gNBCU-CP/gNBCU-UP energy consumption is assumed to be very small compared to gNBDU and given that, in some cases, the gNBCU/gNBCU-CP/gNBCU-UP may be virtualized, the present document only considers the energy consumed in gNBDU(s) (in case of split scenarios) and in non-split gNBs (see clause 4.2.1 of 3GPP TS 28.541 [11] and clause 6.1.1 of 3GPP TS 38.401 [12]). There might be a need for some correction in KPI between the different deployment scenarios.


It is reasonable to let the gNB CU-CP to gather all the energy consumption from gNB-DU under it. In split architecture, the virtualized gNB CU-CP, gNB CU-UP energy consumption can also be considered. Then the gNB CU-CP can use the mapping rules provisioned in OAM to convert the overall energy consumption for the gNB into Energy Cost.  
Meanwhile if the predicted Energy Cost is introduced, the UE traffic metric needs to be collected as input for the prediction function in gNB CU-CP.
So for energy saving, Energy Cost shall be collected from all the gNB-DUs, gNB CU-UP and gNB CU-CP. And the measured Energy Cost is the overall value for the gNB. However, gNB CU-UP and CU-CP are usually co-site, share the same hardware resource, so the energy consumed only by CU-UP is negligible. 
Proposal 3: It is beneficial to collect energy consumption from all the gNB DU to gNB CU through F1 interfaces, and then gNB CU shall provide an overall node-level Energy Cost to the neighbouring gNBs over Xn interface.

2.4 Procedure Design over E1 and F1 interfaces

In #121-bis, the WA has been achieved as following: 
WA: Defining new procedures to transfer the measured EC over F1 follows the design over Xn.
From above discussion, we can see not only Energy Cost, but also the other information needs to be transferred from gNB DU, gNB CU-UP to gNB CU-CP. Currently, only resource status can be transferred in existing Resource Status Request Initiation and Reporting procedures over E1 and F1 interfaces.
The procedure over F1 and E1 for AI/ML data collection is very similar as the procedures over Xn, also the data collected over F1 and E1 is related to the ones over Xn. So it is straightforward to introduce new procedures over F1 and E1 for Data Collection, and follow the current design over Xn. 
To follow the design over Xn interface, the new introduced procedures over E1 and F1 interfaces shall include the Request, Response/Failure and Update messages. Different measurement shall be supported using different code points in the report characteristics request, but they can share the same Request and Update message. Both one-time and periodic collections shall be supported.
Proposal 4: It is proposed to turn the WA into agreement, to introduce a new Data Collection Reporting Initiation and Reporting procedures between gNB CU and gNB DU over F1 interface, to transfer UE performance, UE traffic metric and energy consumption data. Similar as the procedures designed over Xn interfaces.
Proposal 5: It is proposed to introduce a new Data Collection Reporting Initiation and Reporting procedures between gNB CU-UP and gNB CU-CP over E1 interface, to transfer UE performance. Similar as the procedures designed over Xn interfaces.

3	Summary
In this contribution, we provide additional input considerations on the remaining issues on AI/ML for NG-RAN split architecture use cases, following observations and proposals are made:
Observation 1: For load balance use case, resource status and UE performance shall be reported to gNB CU-CP. Resource status and UE performance are measured both in gNB DU and gNB CU-UP. The prediction function for resource status has been agreed to be located in gNB CU-CP. To transfer the resource status, we can re-use the current Resource Status Request Initiation and Reporting procedures.
Proposal 1: It is beneficial to transfer the UE performance data from gNB DU to gNB CU-CP through F1 interface, and from gNB CU-UP to gNB CU-CP through E1 interface. gNB CU-CP can collect these data to generate the overall UE performance feedback data for the gNB.
Proposal 2: It is beneficial to transfer the UE traffic metric from gNB DU to gNB CU-CP through F1 interface. gNB CU-CP shall use the UE traffic metric data as input for UE traffic predication and UE trajectory predication.
Proposal 3: It is beneficial to collect energy consumption from all the gNB DU to gNB CU through F1 interfaces, and then gNB CU shall provide an overall node-level Energy Cost to the neighbouring gNBs over Xn interface.
Proposal 4: It is proposed to turn the WA into agreement, to introduce a new Data Collection Reporting Initiation and Reporting procedures between gNB CU and gNB DU over F1 interface, to transfer UE performance, UE traffic metric and energy consumption data. Similar as the procedures designed over Xn interfaces.
Proposal 5: It is proposed to introduce a new Data Collection Reporting Initiation and Reporting procedures between gNB CU-UP and gNB CU-CP over E1 interface, to transfer UE performance. Similar as the procedures designed over Xn interfaces.
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