[bookmark: _Ref452454252][bookmark: _GoBack]3GPP TSG-RAN WG3 Meeting #124														R3-243719
Fukuoka, Japan, May 20th – 24th, 2024	 

Agenda item:		11.3
Source:				CMCC
Title:	Discussion on AI/ML-based CCO
Document for:		Discussion
Introduction
A follow-up Release 19 new study item “Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN” was approved in RAN#103 [1].
During the last RAN3#123bis meeting, the following agreements and FFS were captured:
For AI/ML based CCO, 
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node (gNB-CU).
Solution for non-split architecture:
Step 0: gNB predicts the CCO issue.
Step 1: gNB generates the future coverage status based on the predicted CCO issue and other information.
Step 2: gNB sends the future coverage status to neighbour gNBs. 
Solution for split-architecture:
Step 0: gNB-CU predicts the CCO issue
Step 1: gNB-CU sends the predicted CCO issue to gNB-DU.
Step 2: gNB-DU generates the future coverage status based on the predicted CCO issue and other local information, whether only local information is used can be further discussed.
Step 3: gNB-DU sends the future coverage status to gNB-CU.
Step 4: gNB-CU sends the future coverage status to neighbour gNBs.
FFS on whether the predicted CCO issue and the future coverage status can be derived without AI/ML for both split-architecture and non-split architecture.
In this paper, we provide our understanding of AI/ML based Coverage and Capacity Optimization.
Discussion
During RAN3#123bis, the potential solution for CCO for non-split and split architecture have been discussed and agreed.
During the discussion of RAN3#123bis, two solutions have been mentioned:
· Output predicted CCO issue, and derive future coverage state based on the predicted CCO issue
· Output future coverage state
The agreed solution is to predict CCO issue with AI/ML, and generate or predict further coverage state based on the predicted CCO issue for both split and non-split architecture. From our understanding, CCO issue cannot be predicted directly.
To discuss how to predict CCO issue, in our opinion, the legacy CCO issues detection needs to be considered. In TR 37.816, the following information would be needed to detect coverage and capacity issues:
-	Per source cell/beam RS measurements from UEs
-	Per target(s) beam/cell RS measurement from UEs
-	Information on failure events associated to source and target cells, e.g. UE measurements on source and target reference signals, e.g. SSBs, at the time of failure (likely included in RLF Reports).
-	Information about RACH access: 
-	Interference measurements on a per UE basis (RSRQ):
-	Cell load and other performance information from the target cell and the neighbour cells
Once the CCO function has a good understanding of the coverage and capacity status of the cells/beams at its hosting RAN node and possibly at neighbouring nodes, the CCO function can trigger a corrective action to address such issue. 
Observation 1: Currently, some information would be needed to detect coverage and capacity issue, and NG-RAN node can derive what CCO issue is experience based on the assistance information.
When extended to AI/ML-based CCO, we propose to first predicted related assistance information, which will help to obtain predicted CCO issues, then predict or derive CCO issues based on the predicted related assistance information. 
Observation 2: The related assistance information, which will help to obtain the predicted CCO issues needs to be predicted first, and then predict or derive CCO issues based on the predicted assistance information.
Proposal 1: The information which will help to obtain the predicted CCO issues needs to be predicted first, the CCO issue can be predicted or derived based on the predicted assistance information.

FFS on whether the predicted CCO issue and the future coverage status can be derived without AI/ML for both split-architecture and non-split architecture.
According to the discussion above, we think that the CCO issue can be predicted by AI/ML, or can be derived from the predicted assistance information.
Proposal 2: The CCO issue can be predicted by AI/ML, or can be derived from the predicted assistance information.
Based on the information listed in the TR 37.816, we think that some of the information can be extended as predicted assistance information:
· Predicted cell load
· Predicted RSRP, RSRQ
Proposal 3: The predicted cell load, predicted RSRP, RSRQ can be used as assistance information.

As the final output for both of the CCO solutions is the future coverage state and exchange future coverage state between NG-RAN nodes. We propose that the future coverage state exchanges between NG-RAN node can be agreed first. 
Observation 3: The future coverage state is the final output of NG-RAN node, no matter how the future coverage state is obtained, e.g. with AI/ML or without AI/ML.
Proposal 4: RAN3 agrees to exchange the future coverage state between NG-RAN nodes, either with the existing IE or introduce a new one.
Currently, exchanging the coverage states over Xn is supported. The NG-RAN node can inform its neighbor nodes the cell/beam coverage configuration before and after the cell coverage is modified by using the Coverage Modification List IE. The local and neighbor nodes can know their own and neighbor cell/beam coverage configuration through the NG-RAN NODE CONFIGURATION UPDATE message. The future coverage state exchanged between NG-RAN node is similar with the NG-RAN node inform its neighbor nodes the cell coverage state planned to be used at the next reconfiguration, the difference is that the future coverage state can be generate with AI/ML. 
However, only the future coverage state exchanged between NG-RAN nodes is not enough, the neighbor nodes still not know when the future coverage state will be applied and cannot do some preparation in advance. Notifying neighboring node(s) the predicted coverage modification time can help them make some preparations in advance at an appropriate time and change their coverage state synchronously at the predicted coverage modification time point provided by the local node, which can also avoid delay impact between the local node first modify its coverage state and then inform neighboring nodes its modification.
Observation 4: Provide the predicted coverage modification time to neighbor nodes can help neighbor nodes make some preparations in advance at an appropriate time.
Proposal 5: The future coverage configuration shall be exchanged between neighbor NG-RAN nodes, together with the predicated coverage configuration modification time.

For the feedback information, as the UE(s) may locate in the gNB1 before coverage configuration changes, and locate in gNB2 after coverage configuration changes, the performance impact on such kind of UE(s) needs to be collected and evaluated when coverage modification executed. If the UE experience severe performance degradation, the serving gNB can perform actions to reduce the impact, e.g. provide more resources for the UE, and also this information can help the local node update the AI/ML model.
Proposal 6: The performance of cell edge UE(s) proposes to be collected as feedback information.
When the coverage configuration of local node changes, the coverage of neighbor nodes also need to be changed. Whether the coverage configuration modification caused by the local node results in severe performance degradation of neighbor node needs to be considered. And for the feedback information, except the UE performance, we also propose to collect the NG-RAN node performance. For example, after the coverage configuration modification, the number of RRC connections of neighbor node increases, which may cause the neighbor node overload, or the PRB usage decrease, which waste the neighbor node resources. The neighbor nodes need to inform the local node this information and local node can update the AI/ML model with this information.
Proposal 7: The performance of neighbor node(s), such as the number of RRC connections and PRB usage before and after coverage configuration modification, proposes to be collected as feedback information.
Then, as one of the Coverage Modification Cause is the network energy saving, it’s proposed that consider the network energy saving with CCO, when the coverage modification cause is “network energy saving”, neighbor node should provide its measured energy consumption if it’s in the NES mode to avoid the total energy consumption increase after the coverage configuration modification.
Proposal 8: RAN3 discusses to consider the network energy saving with CCO and exchange the measured/predicted energy consumption between nodes to avoid the energy consumption increase after the coverage configuration modification.

Besides, whether AI/ML model inference is located in gNB-DU has been discussed in RAN3#123bis. As there is no consensus, we propose to focus on the aggregated gNB first. For split architecture, as the legacy coverage modification function is hosted in the gNB-DU, and considering the two potential solutions listed in the above, it’s possible for the AI/ML model inference located in gNB-DU. And it’s proposed that RAN3 discussed the possibility of AI/ML model inference located in gNB-DU.
Proposal 9: Focus on aggregated gNB for AI/ML enabled CCO first.
Proposal 10: It’s proposed that RAN3 discusses the possibility of AI/ML model inference located in gNB-DU, if time allows.

Conclusion
In this contribution, we propose the following proposals:
Observation 1: Currently, some information would be needed to detect coverage and capacity issue, and NG-RAN node can derive what CCO issue is experience based on the assistance information.
Observation 2: The related assistance information, which will help to obtain the predicted CCO issues needs to be predicted first, and then predict or derive CCO issues based on the predicted assistance information.
Proposal 1: The information which will help to obtain the predicted CCO issues needs to be predicted first, the CCO issue can be predicted or derived based on the predicted assistance information.
Proposal 2: The CCO issue can be predicted by AI/ML, or can be derived from the predicted assistance information.
Proposal 3: The predicted cell load, predicted RSRP, RSRQ can be used as assistance information.
Observation 3: The future coverage state is the final output of NG-RAN node, no matter how the future coverage state is obtained, e.g. with AI/ML or without AI/ML.
Proposal 4: RAN3 agrees to exchange the future coverage state between NG-RAN nodes, either with the existing IE or introduce a new one.
Observation 4: Provide the predicted coverage modification time to neighbor nodes can help neighbor nodes make some preparations in advance at an appropriate time.
Proposal 5: The future coverage configuration shall be exchanged between neighbor NG-RAN nodes, together with the predicated coverage configuration modification time.
Proposal 6: The performance of cell edge UE(s) proposes to be collected as feedback information.
Proposal 7: The performance of neighbor node(s), such as the number of RRC connections and PRB usage before and after coverage configuration modification, proposes to be collected as feedback information.
Proposal 8: RAN3 discusses to consider the network energy saving with CCO and exchange the measured/predicted energy consumption between nodes to avoid the energy consumption increase after the coverage configuration modification.
Proposal 9: Focus on aggregated gNB for AI/ML enabled CCO first.
Proposal 10: It’s proposed that RAN3 discusses the possibility of AI/ML model inference located in gNB-DU, if time allows.
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[bookmark: _Toc163479942]4.2	AI/ML based Coverage and Capacity Optimization
[bookmark: tsgNames][bookmark: _Toc163479943]4.2.1	Use case description
Editor Note: Capture the description of use case
The objective of NR Coverage and Capacity Optimization (CCO) function is to detect and resolve or mitigate CCO issues. An NG-RAN node may autonomously adjust within and switch among coverage configurations. When a change is executed, a NG-RAN node may notify its neighbour NG-RAN nodes with the list of cells and SSBs with modified coverage included.
In the legacy CCO solution, a reactive approach is used: when the gNB (gNB-CU in case of CU-DU split architecture) detects a CCO issue which negatively impacts network and UE performance after it has already occurred, the gNB (gNB-DU in case of CU-DU split architecture) attempts to resolve or mitigate it. 
With an AI/ML based CCO, a more proactive approach is used to prevent (or limiting at an early stage) the rise of a CCO issue with the consequent degradation of network (and UE) performance.

[bookmark: _Toc163479944]4.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
4.2.2.1 Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based CCO:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
- AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
- AI/ML Model Training and Model Inference are both located in the gNB-CU.

4.2.2.2 Model training in OAM and inference in NG-RAN for Non-split architecture
The signaling flow for Model training in OAM and inference in NG-RAN is shown in figure X-1.


Figure X-1: Model training in OAM and inference in NG-RAN
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information.
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 5: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for CCO.
Step 6: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Step 7: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 8: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based CCO. 
Step 9: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2 and UE, NG-RAN node 1 generates model inference output(s). 
Step 10: NG-RAN node 1 executes AI-based CCO actions according to the model inference output. 
Step 11: NG-RAN node 1/2 provides feedback to OAM.


4.4.2.3 Model training and inference in NG-RAN for Non-split architecture
The signaling flow for Model training and inference in NG-RAN is shown in figure X-2.


Figure X-2: Model training and inference in NG-RAN
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information.
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 2 also sends input data for Model Training to NG-RAN node 1.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model. 
Step 6: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 7: NG-RAN node 2 sends the input information to NG-RAN node 1 for AI-based CCO inference. 
Step 8: NG-RAN node 1 performs model inference and generate CCO predictions or decisions.
Step 9: NG-RAN node 1 executes AI-based CCO actions according to the model inference output.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1.

4.4.2.4 Input of AI/ML-based Network Slicing for Non-split architecture
For non-split architecture, to enable the AI-based CCO, the following information may need as input data:
From the local node:
· Current coverage states information
· Current and predicted own resource status
· UE trajectory prediction
· Current and predicted UE traffic
From the UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
From neighbouring NG-RAN nodes:
· Current and predicted resource status
· Current and predicted coverage states information
· UE performance measurement

4.4.2.5 Output of AI/ML-based Network Slicing for Non-split architecture
The output data may include:
· Predicted cell/beam coverage states information 
· Predicted cell/beam coverage states adjusted time
· Predicted coverage Modification Cause
· Affected cell(s)/beam(s)

4.4.2.6 Feedback of AI/ML-based Network Slicing for Non-split architecture
The feedback data may include:
· System KPIs (e.g. throughput)
· UE performance feedback (e.g. cell edge UEs, the UE(s) which located in node 1 before the coverage modification and locates in node 2 after coverage modification)

4.4.2.7 Standard impacts
Potential Xn interface impact:
· New signalling procedure or enhanced existing procedure to transfer the predicted cell/beam coverage states information, predicted cell/beam coverage states adjusted time via Xn interface
· New signalling procedure or enhanced existing procedure to retrieve feedback information via Xn interface.
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