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1	Introduction
In RAN3 #119 we had made the following agreement:
The metric of Energy Cost (EC) exchanged between NG-RAN nodes can be an inferred energy consumption related to an additional load or an actual energy consumption value from a neighboring node for either additional load or current load (The details to be further discussed). EC is a value at gNB level. 
However, in Rel-18 we could not achieve convergence on how to reflect this “additional load” in a way that would enable the target node to predict a cost with respect to energy that this load would incur to the target node if it were to be received by the target node. Therefore, we only assumed the exchange of a measured Energy Cost from a target node to a source node. We assumed that by receiving measured Energy Cost information from a target node, a source can predict a cost of energy of an offloading action to the target node. 
Starting the Energy Cost discussions in Rel-19 in RAN3 #123bis, some companies expressed their concern related to the AI/ML Energy Saving use case related to enabling Energy Cost predictions at the target node based on additional load since this was a topic that could not reach convergence in Rel-18. Towards this end, we took the following agreement: 
Agree to have discussions on AI/ML based energy saving at the next meeting, where enhancements will be based on new solutions not discussed in Rel18. It is strongly recommended not to reiterate Rel18 proposals on which consensus could not be achieved. If consensus on a solution approach is not reached at May meeting, the topic is down prioritized.
In this contribution, we provide our views and a way forward into enhancing the Rel-18 AI/ML Energy Saving solution without introducing major changes to the existing solution. We also provide a TP for TR 38.743 in R3-243494.  
2	Discussion
[bookmark: _MailOriginal]So far in Rel-18 discussions different options on how to capture “additional load” were proposed, some of which include number of active UEs, PRB utilization, throughput, PDCP SDU Data Volume to name a few. This load was assumed to be exchanged in advance before a handover to request from a target node to predict a cost with respect to energy that this “additional” load will incur to the target when the offloading takes place. 
In Rel-18 we introduced Data Collection procedures to enable a source node to configure and receive Energy Cost measurements from a target node. The reporting of this Energy Cost can be in a periodic or one shot fashion, according to the reporting configuration of Data Collection Request message. On a separate aspect Rel-18 introduces an interaction of a Handover with Data Collection Reporting Initiation and Data Collection Reporting procedures for the purpose of reporting UE Performance and UE Trajectory information related to a UE that is handed over from a source node to a target node. One aspect that we didn’t investigate is the possible interaction of a Handover and the Data Collection procedures with respect to an Energy Cost measurement. 
Consider for example Figure 1, illustrating training of an AI/ML Model in an NG-RAN node. NG-RAN node 1 can configure an Energy Cost measurement from NG-RAN node 2 according to the legacy Rel-18 solution. After a Handover is completed from the source node to the target node the NG-RAN node can measure the amount of Energy Corresponding to the Handover event. This operation could be done per handover or per a number of handover events and the reporting could follow existing reporting in DATA COLLECTION UPDATE message. Mapping an Energy Cost measurement to a Handover Event enables the target node to measure in a more accurate way an Energy Cost that corresponds to a Handover from the source node. Since the Handover Request message contains a lot of information about the services set up for the handed over UE at the source node, including UE capability, slice and PDU session level information and QoS flow level information, this information can be used by the target node in order to determine out of the total node level Energy Cost what is the Energy Cost of the Handover event. The source node may perform AI/ML training to predict an Energy Cost that its handovers will incur to a target node using the measured Energy Cost information reported from the target.


[bookmark: _Ref165584438]Figure 1 An example of AI/ML Energy Saving enhancements – training of an AI/ML Model.

A source node using an AI/ML Model trained as shown in Figure 1 for a given target node, will be able to predict the Energy Cost incurred by the target node for UEs offloaded to this target node. There are two possible options with respect to the location of the AI/ML Model Inference.  
AI/ML Inference at the source: The source node predicts Energy Cost with respect to a Handover event or with respect to a number of Handovers. 
This is the approach we assumed during Rel-18 discussions. The standards impacts when AI/ML Inference is at the source node are limited to reporting back the measured Energy Cost of executed handovers as shown in Figure 1. A source node can predict the Energy Cost of its neighbouring nodes by receiving Energy Cost measurements per handover event and by relying on its own AI/ML Model. Note that the Energy Cost reporting may also be per number of Handover events.
Proposal 1: Consider that AI/ML Model Inference may be supported at the source node, as per Rel-18 assumptions.
Proposal 2: Enhance Energy Cost reporting of Rel-18 procedures to be measured per Handover event or per number of Handover events. 
Another option is that the target node has an AI/ML model with which it may predict the Energy Cost corresponding to a given Handover or to a number of Handovers. This can be done since it can create history information about the Energy Cost that handovers of UEs with same (or similar) services set up by the source node incur to the target. A target node that is able to predict a cost with respect to energy that a Handover or a number of Handovers will cost to it may also report the predicted Energy Cost to a neighbouring node upon request. As an example, the source node could request from a target node a predicted Energy Cost that Handovers similar to an executed Handover will cost at the target node at a requested prediction time. The source node by receiving this information can optimize its future offloading decisions.
AI/ML Inference at the target: The target node predicts an Energy Cost that Handovers of UEs with same (or similar) services set up by the source node will incur to the target at a requested prediction time. The source node requests from the target node a predicted Energy Cost a Handovers similar to an executed Handover will cost at the target node at a requested prediction time. 
When AI/ML Inference is at the target node, we see two options: 
· Option 1: This option is based on legacy Conditional Handover (CHO) preparation, where the target node reports back the predicted energy cost to the source node before actual execution of this CHO (actual execution may be triggered by the source node using nesEvent configuration and transmission of group DCI). 
· Option 2: This option is based on enhanced CHO preparation, e.g. using a flag (criticality reject) indicating that the CHO preparation serves the sole purpose of reporting of Energy Cost, and hence that the CHO will not be executed and resources are not to be reserved in the target gNB.
   
Both options 1 and 2, with one signalling procedure triggered per candidate UE, will in the general case create significant signalling load (and corresponding energy consumption for signalling). 
Observation: Enabling AI/ML Energy Saving predictions at the target node using CHO preparation procedures can create significant signalling load and corresponding energy consumption for signalling.
Option 1 may have the advantage of avoiding this additional signalling load for the case where the CHO will actually be executed, but also comes with a significant drawback of unnecessary resource reservation in the target node for the case where the source node decides not to perform the offloading.
Proposal 3: Introduce in TR 38.743 the following objective:
· Enhance Rel-18 Data Collection procedures over XnAP to convey measured Energy Cost per Handover event or per number of Handover events.

3	Conclusion
In this paper we make the following proposals:
Proposal 1: Consider that AI/ML Model Inference may be supported at the source node, as per Rel-18 assumptions.
Proposal 2: Enhance Energy Cost reporting of Rel-18 procedures to be measured per Handover event or per number of Handover events.
Observation: Enabling AI/ML Energy Saving predictions at the target node using CHO preparation procedures can create significant signalling load and corresponding energy consumption for signalling.
Proposal 3: Introduce in TR 38.743 the following objective:
· Enhance Rel-18 Data Collection procedures over XnAP to convey measured Energy Cost per Handover event or per number of Handover events.
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