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1. Introduction
A new SI “Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN” was approved for Rel-19 at RAN#102 meeting [1], then revised in RAN#103 and eventually approved in [2]. One of the objectives of the new SI is to investigate the AI/ML-based Coverage and Capacity Optimization (CCO) use case and identify enhancements in NG-RAN to support the necessary AI/ML functionalities. The agreements and FFS of the AI/ML-based CCO in RAN3#123bis meeting are as follows [3]:
For AI/ML based CCO, 
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node (gNB-CU).
Model Inference located in the gNB-DU has been discussed in R18, to be discussed in R18 leftover in “Split architecture support for Rel-18 use cases” taking all use cases into account.
Solution for non-split architecture
Step 0: gNB predicts the CCO issue.
Step 1: gNB generates the future coverage status based on the predicted CCO issue and other information.
Step 2: gNB sends the future coverage status to neighbour gNBs.
Solution for split-architecture
Step 0: gNB-CU predicts the CCO issue
Step 1: gNB-CU sends the predicted CCO issue to gNB-DU.
Step 2: gNB-DU generates the future coverage status based on the predicted CCO issue and other local information, whether only local information is used can be further discussed.
Step 3: gNB-DU sends the future coverage status to gNB-CU.
Step 4: gNB-CU sends the future coverage status to neighbour gNBs.
FFS on whether the predicted CCO issue and the future coverage status can be derived without AI/ML for both split-architecture and non-split architecture.
This contribution investigates the AI/ML-based CCO, and provides our considerations for this new use case.
2. Discussion
2.1 High-level principles for AI/ML-based CCO
In the last meeting, RAN3 has agreed the AI/ML training and inference functions’ location for the AI/ML-based CCO use case as follows [3]:
For AI/ML based CCO, 
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node (gNB-CU).
Model Inference located in the gNB-DU has been discussed in R18, to be discussed in R18 leftover in “Split architecture support for Rel-18 use cases” taking all use cases into account.
In Rel-18, RAN3 has introduced three AI/ML-based use cases: Load Balancing, Mobility Enhancements, (Network) Energy Saving. From the perspective of prediction information transfer by the NG-RAN node, RAN3 only specified that predicted radio resource status, predicted number of active UEs, predicted RRC connections and predicted cell-based UE trajectory can be transferred over the Xn interface. In other words, the AI/ML model in the NG-RAN node only provides the previously listed information for the neighbour NG-RAN nodes’ operations (e.g., mobility decisions/strategies). In split architecture, the gNB-CU has richer and more global information to predict radio resource status, number of active UEs, RRC connections and cell-level UE trajectory than the gNB-DU, which means that the gNB-CU could provide more meaningful AI/ML prediction information. To conclude, we think there is no need for RAN3 to consider AI/ML model inference in the gNB-DU for all Rel-18 use cases.
Observation 1: The gNB-CU has richer and more global information to maximize the value of using AI/ML models in NG-RAN, such as providing more meaningful prediction information (e.g., radio resource status, number of active UEs, RRC connections, and cell-based UE trajectory).
Proposal 1: RAN3 to agree that the AI/ML model inference in the gNB-DU is not pursued for all Rel-18 use cases.
In the last RAN3 meeting the AI/ML-based CCO solution approaches were discussed for both non-split and split architectures, and the following was agreed [3]:
Solution for non-split architecture
Step 0: gNB predicts the CCO issue.
Step 1: gNB generates the future coverage status based on the predicted CCO issue and other information.
Step 2: gNB sends the future coverage status to neighbour gNBs.
Solution for split-architecture
Step 0: gNB-CU predicts the CCO issue
Step 1: gNB-CU sends the predicted CCO issue to gNB-DU.
Step 2: gNB-DU generates the future coverage status based on the predicted CCO issue and other local information, whether only local information is used can be further discussed.
Step 3: gNB-DU sends the future coverage status to gNB-CU.
Step 4: gNB-CU sends the future coverage status to neighbour gNBs.
It should be noted that, despite the naming used to distinguish the two approaches, the same solution is addressed, which is in line with the legacy CCO mechanism, especially with regards to keeping the same functional responsibilities between gNB-CU and gNB-DU when discussing the split architecture support of the AI/ML-based CCO used case. Moreover, it is important to recall the meaning of the verb “to generate” in the agreements above-reported when referring to the capability to generate the future coverage status following a predicted CCO issue, especially for the case of split architecture for which the possibility for an AI/ML model to be located in the gNB-DU is still under discussion in RAN3: the current wording, in fact, is general enough and captures the following two scenarios:
· The AI/ML model for the CCO use case is deployed in the gNB-CU and is used to predict the CCO issue; the predicted CCO issue is provided to the gNB-DU which determines the future coverage status in the same way as per the legacy mechanism, hence without an AI/ML model in the gNB-DU;
· The AI/ML model for the CCO use case is deployed in the gNB-CU and is used to predict the CCO issue; the predicted CCO issue is provided to the gNB-DU which predicts the future coverage status via an AI/ML model in the gNB-DU.
In the legacy CCO mechanism, the gNB-CU detects the CCO issue (i.e., either coverage issue or cell edge capacity issue) and affected cells/SSBs and sends the CCO Assistance Information IE to the gNB-DU (within the GNB-CU CONFIGURATION UPDATE message over F1); then the gNB-DU uses it to determine the new coverage configuration and coverage state for gNB-DU’s cells/SSBs, and sends the Coverage Modification Notification IE to the gNB-CU (within the GNB-DU CONFIGURATION UPDATE message over F1); the gNB-CU then sends the Coverage Modification List IE to the neighbour gNB (within the NG-RAN NODE CONFIGURATION UPDATE message over Xn) to allow for the neighbour gNB to determine a new coverage configuration and coverage state of its own cells/SSBs that best match the new coverage configuration and coverage state of the gNB-CU’s cells/SSBs resulting from the detected CCO issue, hence implementing the CCO mechanism. Based on this, the above-reported approach for the split architecture was agreed in the last RAN3 meeting and, by extension, also the approach for the non-split architecture. 
The main idea for both the solution approaches agreed in last RAN3 meeting for the AI/ML-based CCO is that the gNB-CU predicts the CCO issue and, as a consequence, the gNB-DU generates the future coverage status (i.e., coverage configuration and coverage state for gNB-DU’s cells/SSBs) based on at least the predicted CCO issue. 
Based on the above analysis of the legacy CCO mechanism, it could be noted that the gNB-CU actually has visibility of the coverage status and corresponding coverage modification cause information from the gNB-DU (i.e., Coverage Modification Notification IE within the GNB-DU CONFIGURATION UPDATE message) and, if available, from the neighbour gNBs (i.e., Coverage Modification List IE within the NG-RAN NODE CONFIGURATION UPDATE message) related to either another CCO issue detected in the neighbour gNB itself or as a consequence of a coverage configuration change in the concerned gNB-CU. In our understanding, this makes it possible for the AI/ML model in the gNB-CU to infer not only the predicted CCO issue but also the corresponding predicted coverage status based on historical information such as the previous coverage status from the gNB-DU and neighbour gNB. In this way, the gNB-DU could obtain richer and more meaningful prediction information from the gNB-CU (i.e., not only the predicted CCO issue but also the predicted coverage status) to solve or mitigate the predicted CCO issue in advance. It should be noted that we are not excluding the possibility that the gNB-DU determines the actual coverage configuration and coverage state for its own cells/SSBs, that is, the gNB-DU could either directly apply the future coverage status predicted by the gNB-CU or determine the actual future coverage status based on the predicted CCO issue from the gNB-CU and by also taking the predicted coverage status from the gNB-CU as a reference.
Observation 2: For the AI/ML-based CCO use case, both predicted CCO issue and corresponding predicted coverage status from the gNB-CU could represent richer and more meaningful prediction information for the gNB-DU to solve or mitigate the predicted CCO issue in advance.
Observation 3: gNB-CU could provide to the gNB-DU not only the predicted CCO issue but also the corresponding coverage status prediction to be applied directly by the gNB-DU or to be used as a reference by the gNB-DU in determining the actual future coverage status.
Proposal 2: RAN3 to agree that the gNB-CU could provide to the gNB-DU not only the predicted CCO issue but also the corresponding coverage status prediction to be applied directly by the gNB-DU or to be used as a reference by the gNB-DU in determining the actual future coverage status.
In our understanding the gNB-DU has no capability to predict CCO issues, while the gNB-CU has the capability to infer both the predicted CCO issue and the corresponding predicted coverage status based on coverage status historical information. We also think that even though the coverage configuration is managed by the gNB-DU there are other cases in the past, e.g., the AI/ML-based load balancing use case in Rel-18, where the prediction of information pertaining the gNB-DU (i.e., predicted radio resource status) is done at the gNB-CU. In general, we think that duplicating the gNB-CU functionalities in the gNB-DU is not beneficial, as it might create useless fragmentation. Therefore, we do not see the need for the AI/ML model Inference function to be located in the gNB-DU, in line with Proposal 1 related to all the Rel-18 AI/ML-based use cases.
Proposal 3: RAN3 to agree that also for Rel-19 AI/ML-based use cases the AI/ML Model Training and AI/ML Model Inference functions are in the gNB-CU only (i.e., no AI/ML models hosted in the gNB-DU).
As part of the AI/ML-based CCO discussion in last RAN3 meeting, the following FFS was minuted in [3]:
	FFS on whether the predicted CCO issue and the future coverage status can be derived without AI/ML for both split-architecture and non-split architecture.


For the FFS above, it was argued by some companies that the predicted CCO issue and future coverage status could be derived either without AI/ML models at all or by using legacy predicted information (e.g., predicted load information) generated by “non CCO-specific” AI/ML models. In our understanding, for predicting the CCO issues (at least for cell edge interference issue), there could be some correlation with cell-edge UE information (e.g., cell-edge call drop rate, cell-edge UE measurements, etc.), as well as coverage and capacity performance metrics (e.g., average access success rate, average access delay, and call drop rate). However, we believe that such information is insufficient to accurately predict the CCO issues.
Observation 4: By exploiting legacy predicted information (e.g., predicted load information) generated by “non CCO-specific” AI/ML models or other information not AI/ML-related is insufficient to accurately predict the CCO issues. 
Proposal 4: RAN3 to agree that AI/ML models are needed to accurately predict CCO issues, hence allowing for solving or mitigating potential CCO issues in advance. 
Considering that both non-split architecture and split architecture were in scope of the Rel-18 AI/ML for NG-RAN WI, RAN3 eventually focused only on the non-split architecture in Rel-18. Split architecture support for AI/ML in NG-RAN will be specified in Rel-19 based on the work done on the non-split architecture. In our view, we think RAN3 should still maintain this way of working for the discussion of new use case in Rel-19: 
Proposal 5: RAN3 focus on the non-split architecture and specify AI/ML input/output/feedback data at first.
2.2 The solution for AI-based CCO
2.2.1 Input data of the AI model
In our understanding, the NG-RAN node could collect or calculate some metrics, such as average access success rate, average access delay, and call drop rate, which describe the general coverage and capacity situation. Furthermore, the AI/ML model hosted in the local NG-RAN node can obtain the above coverage and capacity performance metrics from the local NG-RAN node itself as well as the neighbour NG-RAN node to know the general coverage and capacity situation, hence achieving the needed coordination for global coverage and capacity optimization across RAN nodes. 
Observation 5: Coverage and capacity performance metrics can be introduced to help the AI/ML model to know the general coverage and capacity situation of the NG-RAN node.
To analyse the needed AI/ML model input data in the local NG-RAN node, we can consider the data from both UE side and network side. For UE side, the AI/ML model could collect UE measurements results (related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR), UE Mobility History Information and SON reports (e.g., RLF report, HOF report, CEF report) to perform an analysis of the current coverage and capacity situation as well as previous CCO issues. In addition, the UE measurements information at cell-edge could be helpful for AI/ML model to predict cell-edge interference issue and determine the corresponding CCO strategy. For network side, instead, the current coverage status (from both local and neighbour nodes), the future coverage status (from the neighbour node) as well as coverage and capacity performance metrics (from both local and neighbour nodes) could be helpful for the AI/ML model to analyse the root cause of CCO issues for subsequent adjustment. Moreover, the current and predicted resource status information may be beneficial for the AI/ML model to infer the most appropriate CCO strategy when considering other use cases or purposes (e.g., load balancing, mobility enhancement).
Observation 6: UE measurements results, UE Mobility History Information and SON reports from UE side can be used as the input data of the AI/ML model.
[bookmark: _Hlk165988542]Observation 7: Measured/predicted radio resource status (from both local and neighbour nodes), current coverage status (from both local and neighbour nodes), future coverage status (from both local and the neighbour nodes), coverage and capacity performance metrics (from both local and neighbour nodes) can be used as the input data of the AI/ML model.
Based on the above AI/ML input data from the network, referring to TS 38.423, the coverage status from the local node as well as the current and predicted resource status information are already supported. Then, coverage and capacity performance metrics could be considered to be introduced and transferred over the Xn interface, to support the AI/ML model to determine the global coverage and capacity performance information across NG-RAN nodes.
Proposal 6: RAN3 to agree to consider measured/predicted radio resource status (from both local and neighbour nodes), current coverage status (from both local and neighbour nodes), future coverage status (from both local and the neighbour nodes), coverage and capacity performance metrics (from both local and neighbour nodes) to be used as the input data of the AI/ML model.
Proposal 6bis: RAN3 to agree to introduce the coverage and capacity performance metrics (e.g., average access success rate, average access delay, and call drop rate) over the Xn interface for AI/ML usage, to analyse the current global coverage and capacity situation across RAN nodes.
Proposal 7: UE measurements results, UE Mobility History Information and SON reports from UE side can be used as the input data of the AI/ML model.
2.2.2 Output data of the AI model
[bookmark: _Hlk165910158]After the NG-RAN node collected AI/ML input data from UE side and network side to perform AI/ML inference, the inferred recommended CCO strategies can be transferred to neighbour NG-RAN node to negotiate and resolve potential CCO issues in advance. In our view, the inferred recommended CCO strategies can include predicted CCO issue timestamp indication, corresponding predicted CCO issue (e.g. coverage, cell-edge interference), future coverage status for cells and SSBs and predicted replacement information for cells (e.g. cell shaping, cell splitting, cell merging) at least. 
In addition, the NG-RAN node can also notify the predicted UE offload plan (e.g., the number of UEs to be offloaded from the NG-RAN node to the neighbour NG-RAN node) to the related neighbour NG-RAN node, so that the NG-RAN node could consider the accepted UE offload plan from neighbour node before performing CCO adjustments. Thus, the NG-RAN node can adjust its coverage by choosing the most appropriate CCO strategy based on both the AI/ML inference output data and response information from the neighbour node. 
Observation 8: AI/ML model in NG-RAN node could be able to predict CCO issue and corresponding recommended CCO actions, to prevent or mitigate CCO issues in advance.
[bookmark: _Hlk164931033][bookmark: _Hlk165989815]Proposal 8: RAN3 to agree to exchange the predicted CCO issue and corresponding future coverage status, predicted CCO issue timestamp indication, future replacement information for cells and predicted UE offload plan over Xn interface to improve the legacy CCO mechanism.
2.2.3 Feedback data of the AI model
To evaluate the general performance of predicted recommended CCO strategies and evaluate the impact on UE performance, the related UE performance feedback can be considered to be collected from NG-RAN nodes. In Rel-18, RAN3 has agreed UE-level UE performance collection and reporting over Xn (i.e., Average UE Throughput DL, Average UE Throughput UL, Average Packet Delay, Average Packet Loss DL) for AI/ML-based use cases. We think the NG-RAN node could reuse the above UE-level UE performance metrics to optimize the performance of the AI/ML-based CCO model.
In the AI/ML-based CCO use case, the inferred recommended CCO strategies include UE-level action (e.g., handover UE to neighbour node) and node-/cell-/SSB-level action (e.g. cell/SSB coverage status modification). Further, we think it is not enough for the AI/ML model to obtain UE-level UE performance metrics as feedback information. We believe that the NG-RAN node should also receive node-/cell-/SSB-level UE performance metrics from the neighbour NG-RAN node, since this information may further help to monitor the AI/ML model performance.
[bookmark: _Hlk162620731]Observation 9: UE performance feedback is useful for NG-RAN node to optimize the performance of AI/ML-based CCO model.
Proposal 9: RAN3 to agree to introduce node-/cell-/SSB-level UE performance feedback over the Xn interface for the AI/ML-based CCO use case.
Moreover, we think it would be beneficial for AI/ML model’s performance monitoring purposes that the local node could receive from the neighbour gNB information related to its current coverage status after the CCO issue previously predicted happens (and the corresponding future coverage status is actually applied by the local node to mitigate such CCP issue). Therefore, we propose the following:
Proposal 10: RAN3 to agree to enable transferring the current coverage status from the neighbour gNB to the local node hosting the AI/ML model over the Xn interface for the AI/ML model monitoring purposes.
A TP for the TR 38.743 reflecting the above proposals is provided in the Annex of this paper.
3. Conclusion
Based on the above discussion, we have the following observations and proposals:
Observation 1: The gNB-CU has richer and more global information to maximize the value of using AI/ML models in NG-RAN, such as providing more meaningful prediction information (e.g., radio resource status, number of active UEs, RRC connections, and cell-based UE trajectory).
Observation 2: For the AI/ML-based CCO use case, both predicted CCO issue and corresponding predicted coverage status from the gNB-CU could represent richer and more meaningful prediction information for the gNB-DU to solve or mitigate the predicted CCO issue in advance.
Observation 3: gNB-CU could provide to the gNB-DU not only the predicted CCO issue but also the corresponding coverage status prediction to be applied directly by the gNB-DU or to be used as a reference by the gNB-DU in determining the actual future coverage status.
Observation 4: By exploiting legacy predicted information (e.g., predicted load information) generated by “non CCO-specific” AI/ML models or other information not AI/ML-related is insufficient to accurately predict the CCO issues. 
Observation 5: Coverage and capacity performance metrics can be introduced to help the AI/ML model to know the general coverage and capacity situation of the NG-RAN node.
Observation 6: UE measurements results, UE Mobility History Information and SON reports from UE side can be used as the input data of the AI/ML model.
Observation 7: Measured/predicted radio resource status (from both local and neighbour nodes), current coverage status (from both local and neighbour nodes), future coverage status (from both local and the neighbour nodes), coverage and capacity performance metrics (from both local and neighbour nodes) can be used as the input data of the AI/ML model.
Observation 8: AI/ML model in NG-RAN node could be able to predict CCO issue and corresponding recommended CCO actions, to prevent or mitigate CCO issues in advance.
Observation 9: UE performance feedback is useful for NG-RAN node to optimize the performance of AI/ML-based CCO model.
Proposal 1: RAN3 to agree that the AI/ML model inference in the gNB-DU is not pursued for all Rel-18 use cases.
Proposal 2: RAN3 to agree that the gNB-CU could provide to the gNB-DU not only the predicted CCO issue but also the corresponding coverage status prediction to be applied directly by the gNB-DU or to be used as a reference by the gNB-DU in determining the actual future coverage status.
Proposal 3: RAN3 to agree that also for Rel-19 AI/ML-based use cases the AI/ML Model Training and AI/ML Model Inference functions are in the gNB-CU only (i.e., no AI/ML models hosted in the gNB-DU).
Proposal 4: RAN3 to agree that AI/ML models are needed to accurately predict CCO issues, hence allowing for solving or mitigating potential CCO issues in advance. 
Proposal 5: RAN3 focus on the non-split architecture and specify AI/ML input/output/feedback data at first.
Proposal 6: RAN3 to agree to consider measured/predicted radio resource status (from both local and neighbour nodes), current coverage status (from both local and neighbour nodes), future coverage status (from both local and the neighbour nodes), coverage and capacity performance metrics (from both local and neighbour nodes) to be used as the input data of the AI/ML model.
Proposal 6bis: RAN3 to agree to introduce the coverage and capacity performance metrics (e.g., average access success rate, average access delay, and call drop rate) over the Xn interface for AI/ML usage, to analyse the current global coverage and capacity situation across RAN nodes.
Proposal 7: UE measurements results, UE Mobility History Information and SON reports from UE side can be used as the input data of the AI/ML model.
Proposal 8: RAN3 to agree to exchange the predicted CCO issue and corresponding future coverage status, predicted CCO issue timestamp indication, future replacement information for cells and predicted UE offload plan over Xn interface to improve the legacy CCO mechanism.
Proposal 9: RAN3 to agree to introduce node-/cell-/SSB-level UE performance feedback over the Xn interface for the AI/ML-based CCO use case.
Proposal 10: RAN3 to agree to enable transferring the current coverage status from the neighbour gNB to the local node hosting the AI/ML model over the Xn interface for the AI/ML model monitoring purposes.
A TP for the TR 38.743 reflecting the above proposals is provided in the Annex of this paper.
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5. Annex – TP to TR 38.743 (based on R3-242243)
[bookmark: _Toc163479942]<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>
4.2	AI/ML based Coverage and Capacity Optimization
[bookmark: tsgNames][bookmark: _Toc163479943]4.2.1	Use case description
Editor Note: Capture the description of use case
The objective of NR Coverage and Capacity Optimization (CCO) function is to detect and resolve or mitigate CCO issues. An NG-RAN node may autonomously adjust within and switch among coverage configurations. When a change is executed, a NG-RAN node may notify its neighbour NG-RAN nodes with the list of cells and SSBs with modified coverage included.
In the legacy CCO solution, a reactive approach is used: when the gNB (gNB-CU in case of CU-DU split architecture) detects a CCO issue which negatively impacts network and UE performance after it has already occurred, the gNB (gNB-DU in case of CU-DU split architecture) attempts to resolve or mitigate it. 
With an AI/ML based CCO, a more proactive approach is used to prevent (or limiting at an early stage) the occurrence of a CCO issue resulting in a degradation of network (and UE) performance.

[bookmark: _Toc163479944]4.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
4.2.2.1 Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based CCO:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
- AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU.
[bookmark: _Toc100154997][bookmark: _Toc100154490][bookmark: _Toc100154281][bookmark: _Toc100153150][bookmark: _Toc99489545][bookmark: _Toc97840233]- AI/ML Model Training and Model Inference are both located in the gNB-CU.
<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>
4.2.2.2	Input data of AI/ML based Coverage and Capacity Optimization:
To predict a CCO issue in advance, a gNB may need the following information as input data for AI/ML-based CCO:
From local node: 
-	Measured/Predicted radio resource status
-	Current/Future coverage state indicator for cells and SSBs
[bookmark: _Hlk87285238]-	Measured coverage and capacity performance metrics, such as average access success rate, average access delay, and call drop rate.

From neighbouring gNBs:
-	Measured/Predicted radio resource status
-	Current/Future coverage state indicator for cells and SSBs
-	Measured coverage and capacity performance metrics, such as average access success rate, average access delay, and call drop rate.

From the UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc.), including cell level and beam level UE measurements
-	UE Mobility History Information
-	SON reports (e.g., RLF report, HOF report, CEF report)

4.2.2.3	Output data of AI/ML based Coverage and Capacity Optimization:
AI/ML-based CCO model in a gNB can generate following information as output:
· [bookmark: _Hlk165990017]predicted CCO issue (e.g. coverage, cell-edge interference)
· predicted CCO issue timestamp indication
· future coverage state indicator for cells and SSBs
· future replacement information for cells (e.g. cell shaping, cell splitting, cell merging)
· predicted UE offload plan

4.2.2.4	Feedback of AI/ML based Coverage and Capacity Optimization:
To optimize the performance of the AI/ML-based CCO model, the following feedback can be considered to be collected from gNBs:
· Current coverage state indicator for cells and SSBs 
· node-/cell-/SSB-level UE performance feedback 

4.2.2.5	Potential standard impacts:
Following standard impacts is listed for subsequent Rel-19 normative work compared with what was specified during Rel-18.
Xn interface:
· Enhance existing procedure to collect information between gNBs:
· predicted CCO issue
· current/future coverage state indicator for cells and SSBs
· future replacement information for cells (e.g. cell shaping, cell splitting, cell merging)
· predicted UE offload plan
· measured coverage and capacity performance metrics (e.g., average access success rate, average access delay, and call drop rate)
· node-/cell-/SSB-level UE performance feedback
<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
