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1 Introduction

The Rel-19 NR NTN WID [1] includes the following objective:
Support of regenerative payload [RAN3, RAN2, RAN4]

· Specify the support of gNB on board in TS 38.300

· Specify, if needed, any necessary enhancements related to the intra and inter-gNB mobility, especially for Xn interface over feeder link or over ISL. [RAN3]

· Note: if any additional necessary stage-3 specifications impact for e.g. NGAP is identified, RAN3 will handle it.

According to the justification in [1], regenerative payload with gNB “makes the deployment of non-terrestrial network more flexible” and “brings some benefits on radio resource handling in Uu, and radio resource coordination between the gNBs via the ISL.” A regenerative payload is also required to support real time connectivity via the space segment. [1]
In Sec. 2 we discuss the changes we propose in our stage 2 CR.

At RAN3 #123bis, there was no consensus to discuss new NTN architectures now; technical discussion based on current architecture can start, and we wait for an LS from SA2 on the issue of new NTN architectures. [5]
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[6] RAN3 has indeed received such an LS, informing us on the progress of discussions in SA2 and asking for feedback. [7] In Sec. 3 we propose a way forward and we highlight possible open issues for further discussion.
RAN3 has also received another LS from SA2 on satellite transport links [8]. This discussion originated between SA3 and SA2, and our feedback is requested. In Sec. 4 we propose a possible reply.
2 Stage 2 Discussion
Rel-18 stage 2 for RAN [2] captures the architecture description for transparent payload, where the gNB is on the ground and the satellite only hosts “bent-pipe” transponders. In this case, all network interfaces are terminated on the ground (Fig. 16.14.1-1 of [2]). Introducing the possibility for a satellite payload to host an NG-RAN node [4], and more specifically a gNB, we can observe the following:
Observation 1: Both transparent and regenerative (with gNB) payloads are supported in 3GPP Rel-19, in order not to introduce backwards-incompatibilities.
Observation 2: The feeder link remains a transport link; in Rel-19 it may transport the NG interface between the AMF on the ground and the gNB on the satellite.
Observation 3: The ISL is a transport link; in Rel-19 it may transport the Xn interface between the gNBs on the two satellites.

Observation 4: The NTN GW remains a TNL node; hence, it does not terminate the NG RNL protocols.

From a deployment point of view, the same NTN Gateway may (and typically does) connect to several satellites at the same time, provided that the NTN Gateway itself is in the coverage of the feeder link of the satellites. This could leverage e.g. multiple directive antennas or even active antennas addressing several satellites simultaneously, allocating resources to each satellite as needed. This can avoid the need to build up a dedicated set of NTN Gateways for each constellation and allows supporting multiple satellite accesses within each constellation. Conversely, an NTN payload of either type can connect to more than one NTN Gateway simultaneously, which may be located in one or more sites. From the point of view of the specification text, the existing text about transparent payloads also applies to regenerative payloads.
Observation 5: Given that the NTN GW is still a TNL node, it may connect to more payloads simultaneously (and they can be transparent and/or regenerative). The existing Rel-17/18 text about transparent payloads also applies to regenerative payloads.

Observation 6: Conversely, an NTN payload (transparent or regenerative) may connect to more than one NTN GW simultaneously. The existing Rel-17/18 text on transparent payloads also applies to regenerative payloads.

Observation 7: OAM requirements remain the same.
Observation 8: Other changes to stage 2 may be necessary, but they are out of RAN3 scope (e.g. Doppler compensation, timing advance, and possibly others).
With the above in mind and aiming to minimize the impacts to the current text and maximize clarity, we explain the rationale behind the changes proposed in [3].
2.1 Proposed Stage 2 Changes

Definitions
NTN Payload: In Rel-19 it may be a TNL node (transparent NTN payload) or a gNB (regenerative NTN payload)
.

The definition for NTN Gateway can remain the same.

Figure in Sec. 16.14.1 of [2]
The current figure should remain the same; a new one should be added showing two gNBs with NG interfaces to the same AMF/UPF and linked with an ISL transporting Xn. We are providing a very rough figure as proof of concept; refinement will be needed.

Architecture description and statements about NTN gateway, NTN payload, feeder link and ISL in Sec. 16.14.1 of [2]
The description has been modified so that the existing text applies to transparent payload; a new sentence describing the regenerative payload has been added.
The first two statements in the bulleted list in Sec. 16.14.1 of [2] have been modified according to the above observations.
Statements about feeder link and ISL have been added.

Annex B.4 of [2]
This informative Annex (and especially Fig. B.4-1) was the result of long discussions in RAN3 and RAN2. It seems sensible to avoid impacting it for now, except possibly capturing in the caption for Fig. B.4-1 that it applies to a transparent NTN payload. Other changes to this Annex could be discussed, but they do not seem strictly necessary given that this is just an example implementation of NTN aiming to capture a number of infrastructure functions.
2.2 Potential Stage 2 Issues for Further Clarification
Here we highlight some potential issues, following the discussion with the companies supporting [3]. The aim is to help continued discussion in RAN3.
Regenerative payload definition and TNL functions

The proposed text for Sec. 3.2 of TS 38.300 states that the NTN payload may be a TNL node (transparent payload) or a gNB (regenerative payload). It seems appropriate to assume that a regenerative payload may also have TNL functions (same assumption as for a terrestrial gNB).
Applicability of NOTE 2 (if at all) to regenerative payload
NOTE 2 currently refers to transparent payload. In case of regenerative payload, there seems to be no need to refer to “carrier frequency” as the service link and the feeder link transport different logical interfaces (Uu and NG, respectively). Therefore, NOTE 2 does not apply to regenerative payload.
Caption for Figs. 16.14.1-1 and B.4-1
The understanding is that these figures are about transparent payload, but the current captions are quite general (“Overall illustration of an NTN” / “NTN based NG-RAN”). It may be beneficial to leave them as they are, to avoid introducing restrictions.
Further refinement (if needed) of the description for regenerative payload
This text, right below NOTE 1, is currently a compromise between NTN-specific terminology (“regenerate / process payload”) and 3GPP-specific terminology. If agreeable, we should explore whether further refinements can be done to this text.
Proposal 1: Discuss stage 2 text; revise, and if agreeable endorse [3] as baseline.

3 Additional Topics from SA2

In their incoming LS, SA2 is informing RAN3 that they have identified 3 candidate mechanisms to support regenerative payload based satellite access, which need to be verified by RAN3 [7]:
· A procedure to handle the N2 and S1 connections when the eNB/gNB leaves the service area of an AMF/MME (e.g. when setting over the horizon) should be supported. Options e.g. disconnecting/suspending/performing configuration update of the N2/S1 connections are considered in SA2. It is up to RAN3 to determine the final option about whether to reuse existing or new mechanisms/procedures.

· If the eNB/gNB IP address changes due to soft feeder link switch, SA2 assumes that this case can be supported using the existing procedures.

· SA2 assumes that AMF/MME can treat the Mapped Cell ID as per Rel-17.

We propose some considerations on the above.
3.1 Handling NG/S1 Connections upon Leaving CN Service Area

As mentioned by SA2 and also captured in their TR (e.g. Sec. 6.1.1 of [10]), the typical scenario is a LEO satellite changing its coverage area due to its orbital movement. Because of this, a solution to providing a “graceful removal” of NG/S1 should be discussed.
In general, at least 2 possible options could be considered from RAN3 point of view:

1. NG/S1 Removal (e.g. NG/S1 Removal procedure)
2. NG/S1 Suspend/Resume
3.1.1 NG/S1 Removal
When the gNB/eNB knows, based on its ephemeris and configuration, that it is about to stop serving a certain core network area and it is about to lose connectivity, it triggers handover or release of its served UEs using legacy procedures and triggers an NG/S1 Removal procedure toward the AMF/MME (e.g. NG REMOVAL REQUEST message). The AMF/MME replies (e.g. NG REMOVAL RESPONSE message). The gNB/eNB releases any associated UE contexts, the AMF/MME releases any associated UEs to RRC_IDLE state and the NG/S1 connection is removed. In principle, NG/S1 removal can also be performed without a dedicated application protocol procedure, by using the legacy SCTP SHUTDOWN function  and triggering a graceful shutdown from the TNL.
3.1.2 NG/S1 Suspend/Resume

In this case, the NG/S1 interface is not removed, but suspended: both the gNB/eNB and the AMF/MME store an “NG/S1 interface context” which includes all configuration information related to the specific interface instance. Once the gNB/eNB will hit again the same CN area after a certain number of orbits, the same stored interface context can be reused and the interface can be resumed by both nodes. In this case, a specific NGAP/S1AP procedure would need to be triggered: either an existing one (e.g. NG-RAN/eNB Configuration Update), or a new one (e.g. NG/S1 Suspend/Resume).
3.1.3 Some Observations
A couple of initial observations on NG removal vs. suspend/resume:

· Removing the NG/S1 interface deletes all interface context data, while suspend/resume requires both nodes to store the interface context until the next connection attempt after a certain number of orbits. Depending on orbit design, the gNB/eNB on the satellite may hit several CN areas, so the number of contexts to store in the gNB/eNB and in the AMF/MME can grow significantly. Especially on a satellite payload, resources are very scarce and costly, so this aspect seems to be a disadvantage of suspend/resume with respect to removal.
· The above aspect is possibly even more critical for legacy MMEs (possibly older deployment, less capable nodes) than for AMFs.

Observation 9: Unlike NG suspend/resume, NG removal seems more scalable with respect to gNB/eNB and AMF/MME resources, as it does not require storing the interface context in the terminating nodes.
Then, with respect to leveraging TNL procedure or NGAP/S1AP to remove the NG/S1 interface, we can observe that legacy SCTP SHUTDOWN [11] is not precluded, and the subsequent behavior can be left to node implementation (both the AMF/MME and the gNB/eNB can trigger SCTP SHUTDOWN).
Proposal 2: Graceful removal of NG/S1 using legacy SCTP SHUTDOWN is not precluded.
Introducing a dedicated application protocol procedure would enable to specify dedicated node behavior in stage 3 upon triggering such procedure (e.g. “Upon receiving the NG/S1 REMOVAL REQUEST message, the AMF/MME shall…” etc.), assuming such behavior would be needed to be specified. This would not be the case if we rely solely on SCTP SHUTDOWN.
Observation 10: Introducing a dedicated application protocol procedure would enable to specify node behavior in stage 3 (assuming such behavior would be needed to be specified); this would not be the case if we rely solely on SCTP SHUTDOWN.
Proposal 3: Discuss whether and how to support “graceful removal” of NG/S1 from gNB/eNB to AMF/MME.

3.2 IP Address Changes due to Soft Feeder Link Switch

“If the eNB/gNB IP address changes due to soft feeder link switch, SA2 assumes that this case can be supported using the existing procedures.” [7]
IP address changes to NG-RAN nodes can leverage legacy procedures for multiple SCTP associations, as specified in [12] for NG:

When the configuration with multiple SCTP endpoints per NG-RAN node is supported and the NG-RAN node wants to add additional SCTP endpoints, the RAN configuration update procedure shall be the first NGAP procedure triggered on an additional TNLA of an already setup NG-C interface instance after the TNL association has become operational, and the AMF shall associate the TNLA to the NG-C interface instance using the included Global RAN node ID. [12] 
For Rel-19 NTN, additional SCTP endpoints will be added any time the gNB on the satellite connects to a new NTN GW. Figure 1 shows the corresponding signaling flow according to [12] and [13].
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Figure 1 gNB IP address change when connecting through a new NTN GW.

Proposal 4: gNB IP address changes due to soft feeder link switch are handled according to existing NG-RAN procedures.
For E-UTRAN, there is currently no support for multiple SCTP associations between an eNB and an MME [14]
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[15], so the above is not currently supported.
One possibility would be to specify multiple SCTP associations for S1 in a similar manner as for NG. We suggest to address this topic in the scope of the IoT NTN WI.

Proposal 5: Multiple SCTP associations are currently not supported for E-UTRAN, so eNB IP address changes due to soft feeder link switch are not currently supported; RAN3 should address this topic within the IoT NTN WI.
3.3 Mapped Cell IDs

“SA2 assumes that AMF/MME can treat the Mapped Cell ID as per Rel-17.” [7]
From the point of view of cell ID mapping, there is no difference between a transparent payload (gNB on the ground) and a regenerative payload (gNB on satellite). So, in Rel-19 AMF/MME handling of mapped cell IDs is the same as in Rel-17/18.
Proposal 6: In Rel-19, AMF/MME handling of mapped cell IDs is the same as in Rel-17/18.

Proposal 7: Reply to SA2 as proposed in the Annex.
4 IP Transport over Satellite Links
In order to progress their work on security and privacy aspects for regenerative NTN payload, SA3 requested feedback from SA2 on architectural assumptions with respect to IP connectivity from satellite hosted 3GPP systems to ground-based 3GPP networks. [8]
SA2 replied that it assumes IP transport between on-board RAN nodes and CNs on the ground to be reliable and supporting the mechanisms required for NG/S1 signaling. SA2 also pointed out that signaling transport and related layer 1 specifications are in RAN3 scope, so RAN3 is also requested to give feedback. [8]
From RAN3 point of view and within the scope of the Rel-19 NTN WI, it can be observed that the NTN GW, the feeder link and the ISL (if deployed) are part of the transport network between the RAN and the CN. For this reason, the following can be assumed:

· IP connectivity is present between the RAN node on the satellite and the CN on the ground.
· As for legacy terrestrial RAN, IP transport for Rel-19 NTN is a deployment matter.

· The same considerations with respect to e.g. availability and reliability of IP transport can be made as for legacy terrestrial RAN, and the related functionality is assumed to be applicable.

We propose to include the above in a reply LS to SA3 and SA2 [9].
Proposal 8: Confirm to SA3 and SA2 that the NTN GW, the feeder link and the ISL (if deployed) are part of the transport network between RAN and CN; IP connectivity is assumed to be present; all related considerations and legacy functionality as for terrestrial RAN is assumed to be applicable; discuss and if possible agree the related draft reply LS [9].
5 Conclusions and Proposals
Our observations and proposals are summarized below.
Stage 2 Discussion
Observation 1: Both transparent and regenerative (with gNB) payloads are supported in 3GPP Rel-19, in order not to introduce backwards-incompatibilities.

Observation 2: The feeder link remains a transport link; in Rel-19 it may transport the NG interface between the AMF on the ground and the gNB on the satellite.

Observation 3: The ISL is a transport link; in Rel-19 it may transport the Xn interface between the gNBs on the two satellites.

Observation 4: The NTN GW remains a TNL node; hence, it does not terminate the NG RNL protocols.

Observation 5: Given that the NTN GW is still a TNL node, it may connect to more payloads simultaneously (and they can be transparent and/or regenerative). The existing Rel-17/18 text about transparent payloads also applies to regenerative payloads.

Observation 6: Conversely, an NTN payload (transparent or regenerative) may connect to more than one NTN GW simultaneously. The existing Rel-17/18 text on transparent payloads also applies to regenerative payloads.

Observation 7: OAM requirements remain the same.

Proposal 1: Discuss stage 2 text; revise, and if agreeable endorse [3] as baseline.
Observation 8: Other changes to stage 2 may be necessary, but they are out of RAN3 scope (e.g. Doppler compensation, timing advance, and possibly others).

Additional Topics from SA2
Observation 9: Unlike NG suspend/resume, NG removal seems more scalable with respect to gNB/eNB and AMF/MME resources, as it does not require storing the interface context in the terminating nodes.

Proposal 2: Graceful removal of NG/S1 using legacy SCTP SHUTDOWN is not precluded.

Observation 10: Introducing a dedicated application protocol procedure would enable to specify node behavior in stage 3 (assuming such behavior would be needed to be specified); this would not be the case if we rely solely on SCTP SHUTDOWN.
Proposal 3: Discuss how to support “graceful removal” of NG/S1 from gNB/eNB to AMF/MME.

Proposal 4: gNB IP address changes due to soft feeder link switch are handled according to existing NG-RAN procedures.

Proposal 5: Multiple SCTP associations are currently not supported for E-UTRAN, so eNB IP address changes due to soft feeder link switch are not currently supported; RAN3 should address this topic within the IoT NTN WI.
Proposal 6: In Rel-19, AMF/MME handling of mapped cell IDs is the same as in Rel-17/18.

Proposal 7: Reply to SA2 as proposed in the Annex.
IP Transport over Satellite Links
Proposal 8: Confirm to SA3 and SA2 that the NTN GW, the feeder link and the ISL (if deployed) are part of the transport network between RAN and CN; IP connectivity is assumed to be present; all related considerations and legacy functionality as for terrestrial RAN is assumed to be applicable; discuss and if possible agree the related draft reply LS.
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Annex – Draft Reply LS to SA2

To: SA2; cc: RAN2
1. Overall Description:

RAN3 Thanks SA2 for the status update on the study to supportg regenerative-based satellite access. RAN3 would like to observe the following.

With respect to handling N2/S1 connections when the eNB/gNB leaves the service area of an AMF/MME (e.g. when setting over the horizon):

“Graceful” removal of NG/S1 using legacy SCTP SHUTDOWN (RFC 4960) is not precluded.

Considering that fact that an orbiting gNB/eNB may hit several CN areas, the number of NG/S1 interface contexts to store in case of NG/S1 suspend/resume could be significant. Especially on a satellite payload (but also in an AMF/MME), node resources are scarce and costly, so this solution poses scalability problems with respect to NG/S1 removal which allows the interface context to be discarded.

With respect to IP address changes due to soft feeder link switch:

gNB IP address changes due to soft feeder link switch are handled according to existing NG-RAN procedures.

Support for eNB IP address changes is not currently specified; this topic may be expected to be discussed within the IoT NTN WI.

With respect to mapped Cell ID handling:

In Rel-19, AMF/MME handling of mapped Cell IDs is the same as in Rel-17/18.

2. Actions:

To SA2:
ACTION: RAN3 kindly asks SA2 to take the above into account.
� In principle, it is not precluded that a satellite could have both a transparent payload and a regenerative payload, but this is an implementation/deployment option and it does not need to be mentioned in the specification.





