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1	Introduction
In TR 23.700, SA2 has identified 3 key and listed several solutions, in which Inventory procedure over CN-RAN interface is also addressed. In this contribution, we will discuss the signaling and procedures for CN-RAN interface to support Inventory, by taking SA2 solutions and RAN2 progress into account.
2	Discussion
In April meeting, following agreements were achieved in RAN3 and RAN2:
· RAN3: AIoT Paging can be used to reach one or more devices for identified AIoT services (e.g., inventory, command).
· RAN2: We will study the support for access triggering for a single device, group of devices, or all devices.    
The following descriptions can be found in SA2 TR 23.700:
· Sol#2: inventory a group of Ambient IoT Device by broadcasting a partial/full Ambient IoT Device ID or partial/full 3rd Party-defined Identifier or both.
· Sol#3: Inventory: Refers to determining the identity of all or a subset of AIoT Devices in range of a reader.
· Sol#4: Inventory: filter and/or discovery one or multiple Ambient IoT device(s).
· Sol#6: inventory AIoT service … where the destination of the AIoT data/signalling is either a group of AIoT devices or all devices subscribed for the AIoT service
· Sol#8: indicates whether all the targeted devices need to respond (full inventory), or only those who haven't performed the inventory procedure (delta inventory) should respond.
· Sol#17: Inventory: collect the AIoT Device ID(s) of all or a subset of AIoT Devices discovered and selected with MASK.
· Sol#21: The requested service operation indicates the service (e.g. Inventory, Command) the AF requested for the Ambient IoT Device(s). Device ID is used to identify one/group/all of Ambient IoT Devices.
Based on all above, it is obvious that the 5GC should be able to trigger Inventory Request towards the AIOT RAN node and the UE Reader, for a single device, or a group of devices, or all devices.
Proposal 1: Inventory Request from the AIoT-aware CN node can be triggered towards the AIoT RAN node or the UE Reader for a single device, or a group of devices, or all devices.
The legacy NGAP Paging procedure is used to enable the RAN node to page a UE in RRC_IDLE/RRC_INACTIVE state. Although paging for one UE can be performed via multiple RAN nodes, when the UE recieves the paging message, it will perform RACH procedure using the periodic resource configured by system information, and access to the network via only one of the RAN nodes, the subsequent procedure (e.g., RACH and data transimission) is independent from paging procedure, and the NG-RAN node will perform NNSF based on the 5G-S-TMSI received from the UE, therefore, existing NGAP Paging procedure is defined as a Class 2 procedure, and the subsequent NGAP Initial UE Message procedure is also a Class 2 procedure. 
[bookmark: _Hlk161923407]Inventory procedure over XXAP is different from legacy NGAP Paging procedure. After triggering XXAP Inventory Request procedure, the device(s) involved in this inventory will perform the subsequent RACH and report its device ID, but the AIoT RAN node does not need/able to perform NNSF for the device(s), therefore, the AIoT RAN node can only send the Inventory Response/Report towards the core network node from which the Inventory Request was received.
The overall inventory procedure involves multiple devices (at least one device) access and device ID report, if RAN node has to report the devices IDs from all involved devices in the inventory response message, the time duration between the request and report will be relatively long. In addition, when one RAN node is performing an inventory service, the air interface resource is occupied for a period of time. If the RAN node receives another A-IoT inventory request from CN, the RAN node may not perform or delay the new request. If no feedback to the newly received inventory request, the CN is not aware of whether the request is received or not. Thus, to support a more reliable Inventory Request procedure, it is better for RAN3 to introduce class 1 Inventory Request procedure to allow RAN node providing response message before the actual inventory report.
After the RAN node receives inventory request from the CN, it generates and transmits the A-IoT Uu paging/inventory request message including the ID information to A-IoT devices. After comparing with the ID information by the device(s), the selected A-IoT device(s) access and send their A-IoT Device ID. When the RAN node receives the device IDs from mutilple A-IoT devices, it can send the one device ID per inventory report message or send multiple device IDs together in the same inventory report message to the CN. To support such a flexible report method, a class 2 procedure is suitable to carry the device ID(s). 


Figure 1: Inventory procedure
[bookmark: _Hlk161428888]Proposal 2: Introduce a class 1 Inventory Request procedure with request/response/failure messages. 
Proposal 3: Introduce a class 2 Inventory Report procedure to report the Device ID. Multiple device IDs can be reported in a single Inventory Report message.
When the AF triggers Inventory Request, the target area information will be contained to assist CN to route Inventory Request to find proper RAN node(s) as discussed in SA2 TR. 
In legacy Paging, CN provides the tracking area (list of TAI) of the UE towards the RAN node, and may also provide some assistance information, e.g., recommended cell list (was reported by RAN and stored at CN). When the NR UE moves out of its tracking area, it will perform TAU procedure to inform CN, then in case of downlink data arriving for the UE in RRC_IDLE, CN can send the paging message in the correct tracking area. 
The A-IoT radio is regarded as new RAT, with new transmission method in the physical layer. The legacy cell concept and tracking area concept may not applicable, in order to help the CN to find the proper RAN nodes during inventory procedure, we may need to introduce a new Inventory Area concept. The new Inventory Area information can be sent by RAN node to CN via interface management procedures (similar as RAN reports its supported TAs in NG Setup), and then to be used during inventory procedure.
Each AIoT RAN node can be regarded as one ore multiple RAN readers, each UE reader is one UE reader, therefore, each Inventory Area may cover one or multiple ‘Reader area’. If Inventory Area is introduced, the network is able to trigger inventory in a specific area, otherwise, when the Ambient IoT device move out of the last ‘Reader area’, assuming CN doesn’t know the topology information of RAN node, then it will spend a lot of time and radio resources to find the proper RAN node to perform inventory. 
Based on the above consideration, we think it is beneficial to introduce new Inventory Area concept, which enables the CN to route Inventory Request toward proper RAN nodes.
Proposal 4: Introduce new Inventory Area concept (used in network side only), to enable AIoT-aware CN node to route Inventory Request toward proper AIoT RAN nodes. The supported Inventory Area List of the AIoT RAN node needs to be reported to CN during XX interface management procedures. 
As mentioned in RAN3 papers submitted last meeting and in SA2 TR, in Topology 1, some information may need to be carried in the Inventory Request from the AIoT-aware CN node towards the AIoT RAN node, including:
· AIoT Device ID MASK (to find a single device, a group of devices, or all devices)
· Inventory Session/Task ID (to allow multiple Inventory procedure instances to run in parallel at least over XX interface) 
· Inventory Area List (to trigger the inventory in proper area)
· Estimated Number of devices (to enable CFRA in case of single device inventory)
· Periodicity (to enable periodic inventory by a single request from CN)
And in Topology 2, besides the above information, the CN node also needs to provide the UE Reader ID(s) towards the gNB. 
Proposal 5:  The Inventory Request may include AIoT Device ID MASK, Inventory Session/Task ID, Inventory Area List, Estimated Number of devices, Periodicity, and UE Reader ID(s).
3		Conclusion
In this contribution, we discussed the potential impacts on signaling and procedures over CN-RAN interface for Ambient IoT to support Inventory, and got the following proposals:
Proposal 1: Inventory Request from the AIoT-aware CN node can be triggered towards the AIoT RAN node or the UE Reader for a single device, or a group of devices, or all devices.
Proposal 2: Introduce a class 1 Inventory Request procedure with request/response/failure messages. 
Proposal 3: Introduce a class 2 Inventory Report procedure to report the Device ID. Multiple device IDs can be reported in a single Inventory Report message.
Proposal 4: Introduce new Inventory Area concept (used in network side only), to enable AIoT-aware CN node to route Inventory Request toward proper AIoT RAN nodes. The supported Inventory Area List of the AIoT RAN node needs to be reported to CN during XX interface management procedures. 
Proposal 5:  The Inventory Request may include AIoT Device ID MASK, Inventory Session/Task ID, Inventory Area List, Estimated Number of devices, Periodicity, and UE Reader ID(s).
The corresponding TP for TR 38.769 is provided in section 5.
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----------------Start of the First Change----------------
[bookmark: definitions][bookmark: _Toc160111600]6.3	Impacts on CN-RAN interface
Editor’s note: Corresponds to the first RAN3 objective in the SID, to identify necessary impacts on signaling and procedures for CN-RAN interface.
6.3.1	General
The purpose of this clause is to identify the functions and procedures supported by CN-RAN interface for AIoT. 
Editor’s note: the detailed interactions between AIoT device and AIoT RAN node are subject to RAN2.
6.3.2	Inventory in Topology 1
The XXAP Inventory Request procedure is triggered by the AIoT-aware CN node, to request the AIoT RAN node to reach one or more AIoT devices. The request may also include Inventory Session/Task ID, Inventory Area List, Estimated Number of devices, Periodicity, etc.
The XXAP Inventory Report procedure is triggered by the AIoT RAN node, to report the received Device ID(s) from the AIoT Device(s) to the AIoT-aware CN node.
The overall inventory procedure involves an Inventory Request procedure, and one or multiple Inventory Report procedure(s), as illustrated in Figure 6.3.2-1. 


Figure 6.3.2-1: Inventory procedure in Topology 1
1.	AIoT-aware CN node triggers Inventory Request with AIoT Device ID MASK towards the relavent AIoT RAN node. 
2.	The AIoT RAN node sends Inventory Response to the CN.
3.	The AIoT RAN node triggers Paging over radio.
NOTE: step 2 and step 3 may happen in parallel.
4.	The AIoT device1 performs random access and provides UL Data (Device ID1) to the AIoT RAN node.
5.	The AIoT RAN node sends the Inventory Report towards the CN with the UL Data (Device ID1) received in step4.
6.	The AIoT device2 performs random access and provides UL Data (Device ID2) to the AIoT RAN node.
7.	The AIoT device3 performs random access and provides UL Data (Device ID3) to the AIoT RAN node.
8.	The AIoT RAN node sends the Inventory Report towards the AIoT-aware CN node with the UL Data (Device ID2, 3) received in step 6 and 7.
----------------End of the Changes----------------
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