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1. Introduction
RAN#102 approved the new study item on solutions for Ambient IoT [1]. RAN2#125-bis started their study and achieved the following agreements [2]. 
	Agreements

1 Unless explicitly stated all agreements apply to all device types and for both topologies.  

2 From RAN2 perspective, the aim is that the design on the interface between reader and A-IoT device is common for topology 1 and topology 2.  

3 RAN2 will support two use cases, “inventory” and “command”.  The definition, detailed wording is FFS

4 Baseline procedure:

Step A: Based on the service request, the reader sends the Initial Trigger Message indicating device(s) that need to respond; Details FFS

Step B: Triggered device(s) performs the random access-like procedure, if needed; Details FFS

Step C: The device may perform the data communication with the reader as needed,: Details FFS
5 We will study the support of both “inventory” and “command” in the same procedure.  

6 FFS if Initial Trigger Message can also include “command”.  

RAN2 will continue the study of ambient IoT assuming no support of AS security until SA3 provides further input.   


In this contribution, the overall procedures for the “inventory” and “command” use cases are discussed. 

2. Discussion 
2.1. Inventory 
The “inventory” is one of major use cases in Ambient IoT, and it was agreed to be supported but the details are FFS in RAN2 [2].  The definitions of term “inventory” are found in the current SA2 TR [3]. For example, on Solution #3 (in section 6.3.1.2), the following definition is captured. 
	-
Inventory: Refers to determining the identity of all or a subset of AIoT Devices in range of a reader.


For another solution, on Solution #4 (in section 6.4.1.3), a similar definition is captured. 
	-
Inventory: filter and/or discovery one or multiple Ambient IoT device(s).


In light of these definitions, it could be considered from the RAN2 point of view that the “inventory” is the procedure where the reader discovers a device(s) within its coverage area. RAN2 should first confirm the assumption that the outcome of “inventory” procedure lets the reader know the reachable device(s). 
Proposal 1 RAN2 should assume that the “inventory” procedure is for the reader to discover the reachable device(s) within its coverage area. 
RAN2 called it as the “paging-like” procedure and achieved the following agreements [2]. 
	Agreements

1. Legacy paging message for device will not be supported.  

2. Legacy paging occasion and legacy DRX for the device is not supported.  This doesn’t preclude solutions that address device monitoring (taking into account discussions from RAN1 as well).

3. RAN2 assumes that the device will not support tracking/RAN area update procedure.    

4. For the case of reaching single or group of devices, an identifier may be required to identify the device/group of devices in the trigger message.    FFS pending the details from SA2


According to these agreements, the “inventory” procedure uses a trigger message, which is different from the legacy paging message, and supports to discover a single or a group of devices. In other words, it could be considered that the trigger message implies the following response(s) from a single or a group of devices, but not from all devices. Based on the functionality of DO-DTT, it’s natural for the trigger message to indicate which device(s) to send the DO (i.e., D2R) transmission(s). On the other hand, the “inventory” for all devices can be considered in context of DO-A, which is discussed in section 2.4 below. 
Observation 1 According to the current agreements for the “inventory” procedure with DO-DTT, in the reader triggers a single or a group of devices to send a response(s), but not all devices. 
Observation 2 The “inventory” procedure for all devices may be considered with DO-A. 
Considering the RAN2 agreements for the baseline procedure, i.e., Step A, Step B and Step C [2], in addition to the discussions above, the baseline “inventory” procedure would be depicted as Figure 1 below. 
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Figure 1
 Baseline “inventory” procedure 
In Step A in Figure 1, the device/group ID indicated by the trigger message is already aligned with RAN2 agreement, while it would need to be discussed whether/what additional information is included in the trigger message, which is discussed in section 2.3 below. 
In Step B, the random access-like procedure is optional as RAN2 agreed. It would be assumed that it depends on whether the D2R transmissions are contention-based (i.e., collision-based multiple access) or contention-free (i.e., orthogonal multiple access, which also depends on RAN1 study outcomes on TDD and FDD [4]), whether the number of triggered devices is 1 (i.e., the single device inventory) or not (i.e., the group inventory), and so on. So, it should be discussed separately. 
in Step C, the triggered device(s) needs to respond in order to let the reader know it’s reachable. The question is what information is included in this response message.  For the single device inventory, the response should at least be a “yes” (i.e., Ack) but there is a risk of interference by other devices’ responses in other reader’s coverage (like the contention resolution failure.) So, it’s considered more robust to include the device ID in the response message.  For the group device inventory, multiple devices in the group make corresponding responses. It’s assumed that the reader needs to know whether each individual device in the group can be reachable. So, the response message needs to include the device ID, which is the same with the single device inventory case.  Therefore, RAN2 should agree the device ID is included in the “inventory” response message in Step C. It’s FFS whether the message should also include the group ID for the group inventory case. 
Proposal 2 For the “inventory” procedure, RAN2 should agree that the device ID is included in the D2R response message sent from the triggered device(s). FFS whether the group ID is also included. 
For the details of device ID above, it’s unclear whether the ID is a temporary identifier or the permanent device ID, considering the last RAN2 discussion/agreement for the random access-like procedure, i.e., “For the very first access message from the device to reader in random access an ID is included.  RAN2 to discuss whether a temporary identifier is included, or the permanent device ID is included (considering other WGs input as well)” [2].  In our understanding, the temporary ID (e.g., AS-layer temporary ID like C-RNTI) can be used only for known devices. Given the fact that the “inventory” procedure is to discover the reachable devices as in Proposal 1, the reader doesn’t know whether a specific device is located in its coverage area. In addition, a device in the reader’s coverage may not have a temporary ID yet considering the device mobility discussed in section 2.4 below. Furthermore, the temporary ID is expected to be assigned in Step B (i.e., the RA-like procedure) according to the contributions submitted in the last meeting, but Step B is optional as agreed, which means, in our understanding, Step B would only be needed if the group of devices are triggered.  So, it’s safer and more flexible to assume the ID used in the “inventory” procedure is a permanent device ID, at least for now. 
Proposal 3 For now, RAN2 should assume the device ID used in the “inventory” procedure is a permanent ID. 

2.2. Command 
In the current SA2 TR [3], the definitions of “command” are captured. On Solution #3 (section 6.3.1.2) the command includes “read”, “write” and “disable” as follows. 
	-
Command: Refers to an instruction sent by an AF to an AIoT Device. The following instructions may be supported:

-
Read: Reading data from an AIoT Device;

-
Write: Writing data to an AIoT Device;

-
Disable: Disable an AIoT Device temporarily or permanently.

-
Command Response: Refers to the message sent by an AIoT Device in response to a Command. This may include an acknowledgement and optionally data (e.g. in case of the Read operation).


On the other hand, Solution #4 (section 6.4.1.3) states the command consists of “control” and “enable or disable” in addition to “read” and “write” as below. 
	-
Command: e.g. read, write, control, enable or disable one or multiple Ambient IoT device(s).


Considering these definitions, the “read” and “write” look like promising functions for “command”. So, RAN2 should first focus on “read” and “write” functions for the “command” procedure.  For the other functions (e.g., “disable”, “control”, etc.), it’s still unclear whether these need to be discussed in RAN2 (i.e., it may not be an AS layer but an upper layer command). Even if these are needed in the AS procedure, it’s expected to reuse the “read”/”write” command procedures with small modifications. So, these other functions can be discussed later, if needed. 
Proposal 4 For the “command” procedure, RAN2 should focus on the “read” and “write” functions. Other functions, e.g., “disable”, can be discussed later, if needed. 
2.2.1. Read 
RAN1 assumes, as the baseline, CRC bits are attached in PRDCH and PDRCH [4]. 
	Agreement
· For PRDCH generation at the reader, at least following blocks are studied as the baseline:

· CRC bits are appended if there is non-zero length CRC

· Note: CRC details discussed in agenda item 9.4.2.1

· Line coding block 

· OOK-1/OOK-4 modulation with OFDM waveform generation, including resource mapping 

· FFS details

· Note: Other blocks could be added if agreed
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	Agreement
· For PDRCH generation at the device, at least following blocks are studied as the baseline:

· CRC bits are appended if there is non-zero length CRC

· Note: CRC details discussed in agenda item 9.4.2.1

· Coding 

· Exact coding methods within the coding block, e.g. with/without line coding and/or FEC discussed under agenda 9.4.2.1

· Note: If no line coding is used, there may be an additional block (e.g. square wave generator) before/after modulation block

· Modulation

· Note: Other blocks could be added if agreed  
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Regarding the “read” command procedure, the R2D command (i.e., “read”) and the D2R response message (including the data restored from the device’s memory) need to be received successfully by the device and the reader, respectively. With CRC bits, the PRDCH/PDRCH reception errors are detectable by the reader/the device, respectively.  However, RAN2 agreed “No HARQ and RLC AM” [2], so the detection of reception error does not trigger the autonomous retransmission at the reader/the device. 
Observation 3 With CRC, PHY layer can detect the reception errors. However, the detection of reception error does not trigger the autonomous retransmission. 
In terms of the device behaviour upon PRDCH reception error, since the device cannot interpret the “read” command, the device will do nothing, i.e., the device does not send the response message. It results in the PDRCH reception error at the reader (just because of no PDRCH transmission.) Since the autonomous retransmission does not happen at the reader as agreed, the procedure will just end upon PRDCH reception error. It means the reader and the device will not know whether their corresponding PRDCH/PDRCH transmissions are received successfully by the other side (i.e., no ACK/NACK is needed). It will be up to the reader implementation or upper layer decision whether the reader resend the “read” command. 
Proposal 5 RAN2 should agree that the device sends via PDRCH the DO data restored from its memory, when it receives PRDCH “read” command successfully. 
Proposal 6 RAN2 should agree that the reader and device do nothing upon reception error from the AS procedure point of view, i.e., the “read command” procedure just ends upon PRDCH/PDRCH reception error without autonomous retransmission. 
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Figure 2
 Baseline “Read command” procedure 
2.2.2. Write 
For the “write” command procedure, the reader needs to know whether the DT data transmitted via PRDCH is received successfully by the device, since the device is not expected to send any subsequent DT data as in the case of the “read” response message. So, the device should send ACK back to the reader when it successfully receives the “write” command (and the corresponding DT data).  From the upper layer point of view, the purpose of the “write” command is to write the DT data into the device’s memory, so it’s FFS whether the AS layer ACK just intends the AS layer’s successful reception of DT data or also means the completion of upper layer operation, e.g., to write the DT data to the device’s memory. 
Proposal 7 RAN2 should agree that the device sends ACK via PDRCH, when it receives PRDCH “write” command with DT data successfully. FFS if it happens after a corresponding upper layer operation, e.g., to store the data in its memory successfully. 
Regarding the reader/device behaviours upon the reception error, the same consideration as the “read” command is applicable, i.e., the CRC can be used to detect the PRDCH/PDRCH reception error and when the error occurs the device/reader won’t do anything further on, i.e., no autonomous retransmission happens and the procedure just ends. 
Proposal 8 RAN2 should agree that the reader and device will do nothing upon reception error from the AS procedure point of view, i.e., the “write command” procedure just ends upon PRDCH/PDRCH reception error without autonomous retransmission. 
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Figure 3
 Baseline “Write command” procedure 
2.3. Integrated procedure (Inventory + Command) 
As seen in Figure 1, Figure 2 and Figure 3 above, those procedures are very similar, so it would be considered to be integrated as one common procedure. To do this, in Step A, the initial trigger message needs to indicate whether this message is for the “inventory”, the “read command” or the “write command”, in addition to the inclusion of the device ID or the group ID. With this indication, the device can perform the suitable operation and send the corresponding response in Step C, i.e., whether the “inventory” response, the “read command” response or the “write command” response, in addition to including the device ID. 
The reader may perform the multiple procedures, e.g., for the “inventory” followed by the “read command”, but the procedures are independent, i.e., the reader performs the common procedure (with different parameters) twice. 

For more efficient procedure, all the response messages for the three use cases in Step C can include the device ID. So, the “read command” procedure can be also used for the “inventory” procedure. This is another reason why the three use cases should be supported using one common procedure, as depicted in Figure 4. Therefore, RAN2 should agree that they aim to define one common procedure for the different use cases. 
Proposal 9 RAN2 should aim to define one common procedure for all use cases, the “inventory”, the “read command” and the “write command”. 
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Figure 4
 Baseline common procedure for all use cases
2.4. Device mobility 
Regarding the mobility features for Ambient IoT, the SID clearly stated that “For Topologies 1 & 2 (UE as intermediate node under NW control) per TR 38.848, with no RRC states, no mobility (i.e. at least no cell selection/re-selection -like function), no HARQ, no ARQ” [1]. In addition, in RAN2#125-bis “RAN2 assumes that the device will not support tracking/RAN area update procedure” [2]. So, from the AS layer point of view, there is no way to track the devices, except for the “inventory”. 
However, the device’s physical movements nor any upper layer behaviours are restricted by the above conditions (i.e., no TAU/RNAU or (re)selection). For example, in case of an asset tracking scenario, the asset may physically move from a facility which is covered by a reader, to another facility which is covered by another reader, in a smart factory. So, the application layer may need a periodic location tracking of the devices, by its implementation. If such a periodic tracking is initiated by the server, it would request the DO-DTT traffic to the reader via the service request. Else if it’s initiated by the device as another implementation choice, it would intend the device initiates the DO-A traffic. In the former implementation, the reader needs to trigger DO-DTT periodically. In the latter implementation, the reader needs to allocate DO-A opportunities periodically. 
Although DO-A will be discussed after RAN#104 [1], in our current assumption, given the license spectrum is used for Ambient IoT, DO-A does not imply the device is always allowed to initiate its autonomous transmission without any reader/NW control. In other words, the DO-A traffic will be also triggered by the initial trigger message in Step A for DO-DTT. If so, it would be possible that the DO-A is realized by the “read command” for the “all devices” in the initial trigger message, whereby the “all device” means not a specific single device nor a specific group of devices, although the device does not need to send any response back to the “read” command in case of DO-A. Anyway, it will be discussed in the later stage. 
Proposal 10 RAN2 should assume that the devices’ physical movements and the upper layer’s periodic device location tracking are not limited by the statement of no cell (re-)selection in the SID and of no tracking area update as RAN2 agreed. 
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Figure 5
 Physical movement of device, from Reade A’s coverage to Reader B’s coverage
3. Conclusion 
In this contribution, the overall procedures for “inventory” and “command” for Ambient IoT are discussed and the common procedure for all use cases is suggested. In addition, the device mobility aspects are considered.  RAN2 is kindly asked to take into account the proposals below: 
Proposal 1
RAN2 should assume that the “inventory” procedure is for the reader to discover the reachable device(s) within its coverage area.
Observation 1
According to the current agreements for the “inventory” procedure with DO-DTT, in the reader triggers a single or a group of devices to send a response(s), but not all devices.
Observation 2
The “inventory” procedure for all devices may be considered with DO-A.
Proposal 2
For the “inventory” procedure, RAN2 should agree that the device ID is included in the D2R response message sent from the triggered device(s). FFS whether the group ID is also included.
Proposal 3
For now, RAN2 should assume the device ID used in the “inventory” procedure is a permanent ID.
Proposal 4
For the “command” procedure, RAN2 should focus on the “read” and “write” functions. Other functions, e.g., “disable”, can be discussed later, if needed.
Observation 3
With CRC, PHY layer can detect the reception errors. However, the detection of reception error does not trigger the autonomous retransmission.
Proposal 5
RAN2 should agree that the device sends via PDRCH the DO data restored from its memory, when it receives PRDCH “read” command successfully.
Proposal 6
RAN2 should agree that the reader and device do nothing upon reception error from the AS procedure point of view, i.e., the “read command” procedure just ends upon PRDCH/PDRCH reception error without autonomous retransmission.
Proposal 7
RAN2 should agree that the device sends ACK via PDRCH, when it receives PRDCH “write” command with DT data successfully. FFS if it happens after a corresponding upper layer operation, e.g., to store the data in its memory successfully.
Proposal 8
RAN2 should agree that the reader and device will do nothing upon reception error from the AS procedure point of view, i.e., the “write command” procedure just ends upon PRDCH/PDRCH reception error without autonomous retransmission.
Proposal 9
RAN2 should aim to define one common procedure for all use cases, the “inventory”, the “read command” and the “write command”.
Proposal 10
RAN2 should assume that the devices’ physical movements and the upper layer’s periodic device location tracking are not limited by the statement of no cell (re-)selection in the SID and of no tracking area update as RAN2 agreed.
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