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1. Introduction
In the last RAN2 meeting, some agreements were made for NW-side data collection. In this contribution, we continue to discuss each aspect of NW-side data collection for NW-side model training. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
2.1 Discussion on beam management use case
In RAN2#125bis meeting, RAN2 discussed NW-side data collection and agreed the following [1]: 
Agreements
1	For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches	
2	We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
3	RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT


However, the following issues related to data collection and reporting by the UE require further discussion: 
· Whether and how to enhance logged or immediate MDT.
· Whether and how to consider enhancements to data collection in different RRC states (e.g. RRC_CONNECTED state), in order to support data collection for NW-side model training. 
· Whether and how to support UE logging and reporting of logged data. 

In the following sections of this contribution we discuss aspects related to:
1) Limitations of existing RRM/MDT mechanisms.
2) RAN2 discussion on data collection in RRC_CONNECTED state.
3) Similarities between RRM measurements mechanisms for RRC states.
4) Potential enhancement of RRM/MDT.
5) Support of data logging at the UE.

2.1.1 Limitations of existing RRM/MDT mechanisms:
The existing (legacy) RRM measurements configured by the RRC protocol include e.g. serving cell and neighbouring cells RSRP and RSRQ which are used to support the UE mobility procedures, for a cell handover (network controlled mobility) for the UE in the RRC_CONNECTED state, and a cell reselection (UE controlled mobility based on the network configuration) for the UE in RRC_IDLE and RRC_INACTIVE states. Beside mobility procedures, RRM measurements are also used by other RAN mechanisms, e.g. MDT.
Moreover, RRM measurements configuration requirements are linked to the used RRC state in the UE. As a result, RRM measurements configuration must be updated (or restarted) every time the RRC state is changed. This may be suboptimal as the RRC state transition requires time and introduces latency, e.g. to establish or release a dedicated RRC signalling connection between the UE and NG-RAN (e.g. when the UE moves to or leaves the RRC_CONNECTED state), reconfigure the UE radio protocol stack, receive new measurements control information from NG-RAN in the UE, etc. As an example, there is about 10ms control plane switch latency between the idle and the connected state [2].
In a typical UE implementation, RRC state transition causes discontinuity in the RRM measurements, i.e. old measurements configuration and actual cell measurements get deleted and stopped until the new configuration is received in the UE from NG-RAN and the serving and neighbour cells measurements could be restarted. 
Observation 1: RRC state transition from/to the RRC_CONNECTED state causes discontinuity in the RRM/MDT measurements.
In RAN3#119bis-e meetings, RAN3 discussed the problem of discontinuity of MDT data collection, due to the UE transition across different RRC states, and how it could impact the performance of an AI/ML model. For example, if a model is trained on non-consecutive data samples, i.e. non-continuous time series of data for model training/re-training purpose, the model training procedure may not be useful and could result in a poor model performance (aka. model drift). To address this issue, RAN3 agreed the following for the case of data collection for AI/ML training in OAM [3]: 
Continuous collection of MDT traces is beneficial only for AI/ML training in OAM. Continuous MDT collection is to enable the continuous collection of MDT data from the same UE across RRC state changes (RRC_Connected, RRC_Idle, RRC_Inactive).
However, the following issues were raised in relation to the continuous data collection: 
1) Whether continuous data collection (i.e. across RRC states) may have impact on the UE. 
2) Whether to enhance MDT mechanism to support continuous data collection across RRC states.
In RAN2#120 [4] and RAN3#121 [5] meetings, RAN3 could not agree on a solution for continuous collection of MDT data across RRC states [6]:
	It is proposed that solutions to address the above shortcomings are not pursued in Rel.18.



Observation 2: RAN3 did not pursue solutions for continuous MDT collection across RRC states in Rel-18.
However, in RAN3#123bis meeting, RAN3 had the same discussion on the Rel-18 leftovers [7] and agreed to support continuous data collection across RRC states [8]: 
	Continuous MDT collection targeting the same UE across RRC states



Observation 3: RAN3 agreed to support continuous MDT collection across RRC states in Rel-19.


2.1.2 RAN2 discussion on data collection in RRC_CONNECTED state:
In RAN2#122 meeting, RAN2 made the assumption that the study on data collection frameworks should focus on data generation and data reporting in RRC_CONNECTED state [9]:
	· P6a: RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement on the non-connected state can be revisited when needed.
· P6b: LS to RAN1 to confirm the WA (in P6a) on RRC state of data collection. 



RAN2 sent the above assumption, in addition to other data collection requirements and assumptions, in the LS to RAN1 [10]. For example, Assumption 3 in relation to data collection in RRC_CONNECTED:
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.



In response, in RAN1#114, RAN1 discussed the assumptions in RAN2 LS (i.e. Part A: Assumption 1, 2, 3, 4), and provided updates/confirmation on PART A in the reply LS [11]. For example, on Assumption 3:  
	RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.



Observation 4: RAN1 and RAN2 confirmed during the Study Item phase that the analysis/selection of the data collection frameworks, for different use cases, should focus on data generation and reporting in the RRC_CONNECTED state.
In RAN2#123 meeting, RAN2 re-discussed the aspect of data collection in RRC_CONNECTED state, based on [4], and captured the following in RAN2#123 Chair notes [12], however not yet agreed: 
	Chair: The proposals below are almost agreeable. It is a narrowing proposal (more specific than the physical entity mapping agreed) and is a reasonable baseline for further work:

Proposal 5 If feasibility of OAM-centric data collection for NW-side models is assessed by RAN1, RAN2 considers enhancements to logged MDT, such as logging measurements in RRC Connected mode.




Proposal 1: RAN2 to discuss whether to enhance immediate MDT to support data logging at the UE in RRC_CONNECTED state. 

In the following, we discuss the commonalities between RRM measurements across different RRC states. 


2.1.3 Similarities between RRM measurements mechanisms for RRC states
There are some common characteristics between RRC_CONNECTED state and RRC_IDLE/INACTIVE state, in terms of the main cell measurements control and configuration mechanisms required for the UE mobility, as defined in [9] and summarized in Table 1.

	RRC_IDLE / RRC_INACTIVE state
	RRC_CONNECTED state

	· UE controlled mobility based on common broadcasted network configuration (from acquired SIBs) - cell reselection
	· Network controlled mobility based on dedicated UE signalling (from RRC messages) - cell handover 

	· UE acquires common system information which may include as defined in [9]: 
· Measurement control information:  periodicity (based on DRX cycle), cells, frequencies, RATs to be measured and their absolute priorities
· L1/PHY Averaging filter configuration 

	· UE receives dedicated RRC signalling information, which may include as defined in [4]. For example:
· Measurement control information: periodicity, cells, frequencies, RATs to be measured, measurement gaps configuration etc. 
· System information can be acquired in RRC_CONNECTED states based on receiving broadcasted system information for the serving cell.

	· UE performs serving and neighbouring cells measurements for UE triggered cell reselection
	· UE performs serving and neighbouring cells measurements and measurements reporting (for network triggered HO)



Table 1 – Comparison between NR RRC states and measurements control mechanisms required for the UE controlled and network controlled UE mobility procedures.
The main difference in RRM cells measurements in different RRC states is in measurements performance requirements [13], such as measurements periodicity that is significantly lower in the case of RRC_IDLE or RRC_INACTIVE state. This reduces the UE’s energy consumption in those states. However, from the functionality point of view the RRM cell measurements (e.g. RSRP and RSRQ) performed in the RRC_CONNECTED and RRC_IDLE/RRC_INACTIVE states are similar and as a result, for example, the measurements in RRC_IDLE or RRC_INACTIVE states could be considered as a subset of the measurements in RRC_CONNECTED state. 
As shown in Table 1, the system information can be acquired in RRC_CONNECTED state based on receiving broadcasted system information for the serving cell. 
Such commonalities are currently not leveraged in NG-RAN but could be potentially exploited to avoid the RRM/MDT measurements discontinuity during the RRC state transition (caused by the static mapping between the current RRC state and its measurement control and configuration) as discussed in the previous section.
In our view, there could be benefits in separating configuration of RRM measurements from the RRC state. This is in addition to the already identified MDT and AI/ML data collection benefits, such as RRM/MDT measurements discontinuity avoidance. For example, faster cell reselection after leaving the RRC connected state could be beneficial for fast moving UEs, URLLC services, etc. This is achieved by eliminating the need for the cell measurements reconfiguration between RRC states transition. This would enable more gNB flexibility in terms of configuring and providing suitable UE measurements using MDT reporting for the optimization purposes especially based on automated AI/ML, SON mechanisms, etc.
Observation 5: There are significant similarities in RRM cell measurements mechanisms between RRC_CONNECTED and RRC_IDLE or RRC_INACTIVE states that could be exploited to avoid the RRM measurements discontinuity during the RRC state transition.
Proposal 2: RAN2 to discuss solutions which could leverage similarities between the RRM cell measurements in RRC_CONNECTED and RRC_IDLE or RRC_INACTIVE states which could address the measurements discontinuity during the RRC state transition.
For example, even though the cell reselection is (normally) not performed in the connected state, the RRM measurements for the proposed cell reselection, could be performed in the UE, in parallel to the RRM measurements for mobility (or handover), using the cell reselection configuration acquired from the system information and based on neighbouring cell measurements. 
However, considering that neighbouring cell measurements are (normally) performed more frequently in the RRC connected state than in the RRC idle state, one way could be to adjust the frequency of the connected state measurements or the measurement minimum period, etc., to become suitable for the measurements requirements in RRC idle/inactive state. That is, using this approach, the UE in RRC connected state can adapt (or adjust) its measurements collection behaviour in the RRC idle/inactive state measurements in parallel to the ongoing normal RRC connected state measurement activity. 
Observation 6: It is possible to adjust (or adapt) the RRM cell measurements performed in the RRC_CONNECTED state to become suitable for use for RRC_IDLE/RRC_INACTIVE state.
Proposal 3: RAN2 to consider enhancements of RRC cell measurements performed in RRC_CONNECTED state to be suitable for use for RRC_IDLE/RRC_INACTIVE state.

2.1.4 Issues related to supporting data logging at the UE:
According to TR 38.843, the following aspects on data logging were captured [14]:
· UE to support data logging.
However, the logging and reporting of UE measurements of AI/ML data will significantly increase the usage of UE memory, processing power and energy consumption. Especially so, if the UE needs to continuously store collected data across RRC states. 
Consequently, the UE may fail to complete the data collection procedure (e.g. including logging and reporting of data), if the UE runs out of memory, processing power and/or energy. RAN2 has not yet discuss this problem.
Proposal 4: RAN2 to discuss the UE behaviour in the case of UE failure to log collected data due to the UE running out of memory.
In our view, the gNB should configure the UE behaviour for data collection (e.g. including logging and reporting) taking into consideration the UE memory status, which the UE reports, e.g. periodically, on-demand or as event-triggered (memory shortage). Otherwise, the gNB may configure the UE data collection behaviour, e.g. data collection size, latency, and/or other data collection requirements according to the use case (and/or LCM purpose), then it is up to the UE how to handle the data collection process according to it is available memory. That is, the UE may assess its available memory to determine for whether it is able to perform data collection (i.e. logging and reporting) according to the configured data collection requirements. For example, the UE may decide that it is not able to complete the data collection process (according to the data collection requirements) due to lack of memory, so the UE may stop data logging and/or delete any logged data and indicate this failure to the gNB. Moreover, the gNB may configure the reporting periodicity of the collected (or stored) data, i.e. whether the UE report this data periodically or on-demand. 
Observation 7: Network need to receive UE assistance information in order to configure data collection procedure properly. 
Proposal 5: RAN2 to discuss how the UE report its data logging capability/status to proceed data collection procedure. 




2.2 Discussion on positioning use case
According to WID [17], there are five positioning sub use cases, which can be summarized as below.
	Case 
	Positioning type
	Model entity
	AI/ML for Positioning type 

	1  (1st priority)
	UE-based positioning
	UE-side model
	Direct

	2a (2nd priority)
	UE-assisted/LMF-based positioning
	UE-side model
	assisted

	2b (2nd priority)
	UE-assisted/LMF-based positioning
	LMF-side model
	Direct

	3a (1st priority)
	NG-RAN node assisted positioning
	gNB-side model
	assisted

	3b (1st priority)
	NG-RAN node assisted positioning
	LMF-side model
	Direct



Among the five cases, the case 2b/3a/3b are relevant to NW-side model. Thus, in the following, we discuss the data collection for NW-side model training for the case 2b, 3a, 3b one by one.
2.2.1 Case 2b (Direct AI/ML positioning with LMF-side model)
The case 2b is for direct AI/ML positioning with LMF-side model. For model training, the LMF is the termination point for training data as captured in the TR [14] as below.
	For LMF-side model, the LMF is the termination point for training data.



Proposal 6: RAN2 confirm that the termination entity of model training data is the LMF for the case 2b.
For the case 2b, the positioning type is “Direct AI/ML positioning”. The label data for model training can consist of multiple pairs of input and output data. According to the TR, the following information can be assumed for the input/output data.
· Input data: CIR, PDP, DP measurement results 
· Output data:  Known UE location
Since the output data for the label is known UE location, the source of training data can be the UE with known location like PRU.
Proposal 7: RAN2 confirm that the generation entity of model training data is the UE with known location for the case 2b.
For the case 2b, the generated label data needs to be delivered from the UE to the LMF. In our view, the legacy LPP signalling (i.e., LPP ProvideLocationInformation message) can be used for this. Note that, with the existing LPP, the LMF can configure PRU to report both measurement results and location estimate (i.e., known location) already. Thus, we can reuse the existing LPP message with minor enhancement (e.g., adding AI/ML specific measurement results like CIR, PDP, DP, etc.).
Proposal 8: The existing LPP ProvideLocationInformation message can be reused to deliver the training data from the UE with known location to the LMF for the case 2b. 
Proposal 9: RAN2 can discuss potential enhancement on LPP (e.g., adding AI/ML specific measurement results to LPP ProvideLocationInformation message) based on the input from RAN1 later.

2.2.2 Case 3a (AI/ML assisted positioning with gNB-side model)
The case 3a is for AI/ML assisted positioning with gNB-side model. For model training, gNB or LMF or OAM can be the termination point for training data as captured in the TR [14] as below.
	For gNB-side model, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. 
	Note: RAN2 identified the case in which LMF may be used for gNB-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.



For the case 3a, the positioning type is “AI/ML assisted positioning”. The label data for model training can consist of multiple pairs of input and output data. According to the TR, the following information can be assumed for the input/output data.
· Input data: CIR, PDP, DP measurement results 
· Output data:  Intermediate results (e.g., ToA, AoA, LOS/NLOS indicator, etc.)
Since the positioning mode is NG-RAN node assisted for the case 3a, the input/output data can come from the gNB.
Proposal 10: RAN2 confirm that the generation entity of model training data is the gNB for the case 3a.
The generated training data needs to be delivered from the gNB to the gNB/LMF/OAM. Before discussing the detailed signalling method to support the data collection, RAN2 need to discuss whether to support the training data delivery to each entity (i.e., gNB, LMF, OAM). For the gNB case, we can support it without any spec. impact and thus don’t need to exclude this option. However, considering the computation capability of gNB, the model training at gNB may be impractical. In that sense, we think at least one of LMF-side or OAM-side training can be supported for the case 3a in addition to gNB-side training. 
Proposal 11: RAN2 confirm that the gNB can be the termination point of training data for case 3a without spec impact.
Proposal 12: RAN2 discuss whether OAM and/or LMF can be the termination point of training data for case 3a.

2.2.3 Case 3b (Direct AI/ML positioning with LMF-side model)
The case 3b is for direct AI/ML positioning with LMF-side model. For model training, the LMF is the termination point for training data as captured in the TR [14] as below.
	For LMF-side model, the LMF is the termination point for training data.



Proposal 13: RAN2 confirm that the termination entity of model training data is the LMF for the case 3b.
For the case 3b, the positioning type is “Direct AI/ML positioning”. The label data for model training can consist of multiple pairs of input and output data. According to the TR, the following information can be assumed for the input/output data.
· Input data: CIR, PDP, DP measurement results 
· Output data:  Known UE location
For the input data, the measurement results can be delivered from the gNB to the LMF since the positioning mode is NG-RAN node assisted for the case 3b. However, the gNB cannot provide the output data (i.e., known UE location) to the LMF. Instead, the LMF can associate the measurement results with known UE location to generate the label data. More specifically, the LMF can configure the UE with known location (e.g., PRU) to transmit positioning SRS and request the gNB/TRP to measure the SRS and report the measurement results. Then, the LMF can generate the label data by associating the measurement results from the gNB with the known location of the UE. The LMF with known UE location needs only the measurement results from the gNB for training data collection in the case 3b.  
Proposal 14: RAN2 confirm that the generation entity of model training data is the gNB for the case 3b.
For the case 3b, it is obvious that NRPPa can be used for the training data collection from the gNB to the LMF. However, the detailed signalling design should be up to RAN3.
Proposal 15: RAN2 assume that NRPPa is used for training data collection from the gNB to the LMF for the case 3b and the detailed signalling is up to RAN3.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
In this contribution, we discussed existing MDT/RRM limitations and potential enhancements for MDT/RRM mechanisms to support data collection for AI/ML. Additionally, the potential problem of increased usage of UE memory, processing power and energy consumption due to logging of collected data at the UE across different RRC states. The following are the observations and proposals:
[bookmark: _Toc423020280]Observation 1: RRC state transition from/to the RRC_CONNECTED state causes discontinuity in the RRM/MDT measurements.
Observation 2: RAN3 did not pursue solutions for continuous MDT collection across RRC states in Rel-18.
Observation 3: RAN3 agreed to support continuous MDT collection across RRC states in Rel-19.
Observation 4: RAN1 and RAN2 confirmed during the Study Item phase that the analysis/selection of the data collection frameworks, for different use cases, should focus on data generation and reporting in the RRC_CONNECTED state.
Observation 5: There are significant similarities in RRM cell measurements mechanisms between RRC_CONNECTED and RRC_IDLE or RRC_INACTIVE states that could be exploited to avoid the RRM measurements discontinuity during the RRC state transition.
Observation 6: It is possible to adjust (or adapt) the RRM cell measurements performed in the RRC_CONNECTED state to become suitable for use for RRC_IDLE/RRC_INACTIVE state.
Observation 7: Network need to receive UE assistance information in order to configure data collection procedure properly. 
Proposal 1: RAN2 to discuss whether to enhance immediate MDT to support data logging at the UE in RRC_CONNECTED state. 
Proposal 2: RAN2 to discuss solutions which could leverage similarities between the RRM cell measurements in RRC_CONNECTED and RRC_IDLE or RRC_INACTIVE states which could address the measurements discontinuity during the RRC state transition.
Proposal 3: RAN2 to consider enhancements of RRC cell measurements performed in RRC_CONNECTED state to be suitable for use for RRC_IDLE/RRC_INACTIVE state.
Proposal 4: RAN2 to discuss the UE behaviour in the case of UE failure to log collected data due to the UE running out of memory.
Proposal 5: RAN2 to discuss how the UE report its data logging capability/status to proceed data collection procedure. 
Proposal 6: RAN2 confirm that the termination entity of model training data is the LMF for the case 2b.
Proposal 7: RAN2 confirm that the generation entity of model training data is the UE with known location for the case 2b.
Proposal 8: The existing LPP ProvideLocationInformation message can be reused to deliver the training data from the UE with known location to the LMF for the case 2b. 
Proposal 9: RAN2 can discuss potential enhancement on LPP (e.g., adding AI/ML specific measurement results to LPP ProvideLocationInformation message) based on the input from RAN1 later.
Proposal 10: RAN2 confirm that the generation entity of model training data is the gNB for the case 3a.
Proposal 11: RAN2 confirm that the gNB can be the termination point of training data for case 3a without spec impact.
Proposal 12: RAN2 discuss whether OAM and/or LMF can be the termination point of training data for case 3a.
Proposal 13: RAN2 confirm that the termination entity of model training data is the LMF for the case 3b.
Proposal 14: RAN2 confirm that the generation entity of model training data is the gNB for the case 3b.
Proposal 15: RAN2 assume that NRPPa is used for training data collection from the gNB to the LMF for the case 3b and the detailed signalling is up to RAN3.
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