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1. Introduction
In RAN2#125bis meeting, the NW side model LCM regarding the AI/ML based beam management is initially discussed, and the following agreements are achieved:
Agreements:
1 RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training
2 For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
3 There is no specification impact associated to gNB-side model inference, depending on further RAN1 input.    
4 FFS whether rhere is specification impact associated to gNB-side model monitoring.
Apart from the FFS in the agreements, there are some remaining issues left from the study phase in Rel-18. The intention of the contribution is to share our views on the FFS and the remaining issues from the study phase in rel-18.
2. Discussion
According to the following description in the TR 38.843, the NW side model training for AI/ML beam management may be located at gNB, OAM, Note: OTT server, Core Network.
	· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server.
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
· Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
· For gNB-side models, training data can be generated by the gNB or UE, while the termination point for training data may include the gNB, or OAM.
· Note: RAN2 identified the case in which OTT server and Core Network may be used for gNB-side model training. However, no study was conducted since this is beyond the scope of this Working Group.



Regarding the CN for model training for AI based BM, First of all, CN have no ability to understand the data from the lowest layer of RAN protocol. Secondly, the training data shall be forwarded from gNB to the CN which may lead to the heavy workload on the Ng-C interface. Therefore, in our understanding, CN is not appropriate to be the entity for model training for AI/ML based beam management.
As for OTT server, the model trained by the UE vendor is most likely not suitable to be deployed on the platform of the network. Furthermore, compare to the data collected by UE, the NW can collect much more data than UE vendor, and the models trained by the gNB have a higher suitability than the model trained by UE side. In this sense, we propose:
[bookmark: OLE_LINK1]Proposal 1: For AI/ML based beam management, RAN2 assumes the entity used for training the NW-side AI/ML model only can be OAM or gNB. CN and OTT server is excluded.
As for the NW side model/functionality management, the description of TR is shown as below:
	· Management:
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the UE when the monitoring resides within the UE.
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the gNB when the monitoring resides within the gNB or UE.
· Monitoring:
· The UE monitors the performance of its UE-side model.
· For monitoring at the network side of UE-side model, the UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination point for these is the gNB.
· For network-side model, the monitoring resides within the gNB. 



According to the description high lighted with yellow, it is recommended that only gNB can take charge in the model monitoring, which means, gNB is a final decision maker, in this sense, there is no control signaling exchange between UE and NW for model/functionality management.
Proposal 2: RAN2 assumes there is no any control signaling exchange between UE and NW for NW side functionality/model management, e.g. activation/deactivation, fallback, switch.
For gNB to obtain the performance metrics and then make a decision on the functionality management according to the metrics (e.g. activation, deactivation, switch, fallback), the UE shall provide the performance metrics (e.g. actual layer 1 measurement result for beam management to the gNB), in our understanding, the current Layer 1 measurement framework can be utilized for UE to report the actual measurement result (e.g. existing CSI framework). But the detail shall be discussed in RAN1 and is FFS to whether there is any RAN2 spec impact.
[bookmark: _GoBack]Proposal 3: RAN2 assumes layer 1 measurement framework can be utilized for UE to report the performance metrics to NW for NW side functionality/model management, the detail shall be discussed in RAN1, whether there is any RAN2 spec impact is FFS.

3.  Conclusion
In this contribution, we propose the following observation and proposals for LCM for NW side model:
Proposal 1: For AI/ML based beam management, RAN2 assumes the entity used for training the NW-side AI/ML model only can be OAM or gNB. CN and OTT server is excluded.
Proposal 2: RAN2 assumes there is no any control signaling exchange between UE and NW for NW side functionality/model management, e.g. activation, deactivation, fallback, switch.
Proposal 3: RAN2 assumes layer 1 measurement framework can be utilized for UE to report the performance metrics to NW for NW side functionality/model management, the detail shall be discussed in RAN1, whether there is any RAN2 spec impact is FFS.
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