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1	Introduction
In RAN2 #125bis meeting, the following agreements are made for RRM measurement prediction use case:
	· For cell level measurement prediction model, at least consider the following cases:
· Case 1: To predict beam level results, then generate cell level results based on the predicted beam results; 
· Case 2: To directly predict cell level results based on cell level results;
· Case 3: To directly predict cell level results based on beam level results.
· Consider intra-frequency intra- and inter-cell spatial domain measurement predictions, for beam and cell level measurements.
· For temporal domain measurement prediction, consider the AI-PHY beam management Case A and Case B from the RAN1 AI/ML PHY TR and it applies to both beam level and cell level.   
· The baseline study will focus on pure temporal prediction.  
· The following items can be considered as a baseline for the prediction accuracy of the cell-level measurement prediction:
· Spatial-domain prediction: RSRP difference to the actual measurement.
· Temporal prediction: RSRP difference to the actual measurement and measurement reduction rate.
· As a first step we will focus on measurement prediction accuracy.  
· FFS whether and what system level performance evaluation is needed.



This document discusses the aspects related to beam/cell level measurement prediction and the identified sub-use cases.
2	Discussion
Based on the agreement made in the previous meeting, we discuss the following aspects for selection of cell level measurement prediction input in 3 cases, sub-use cases on spatial domain measurement predictions, temporal domain measurement predictions and corresponding prediction metrics in this contribution. 
Prior to the specific discussions, it is important to define some common objectives for RRM measurement prediction use case by using AI/ML, and how to align the identified use cases to these objectives by using appropriate performance metrics. In general, it is important to study how we can use AIML to improve the RRM measurement performance, i.e., reduce the measurement effort and overhead without compromising the mobility performance. In our view, this is particularly relevant in the context of FR1 mobility, wherein failures are rare and overall HO performance is good. 
Observation 1: At least for FR1 mobility, wherein failures are rare and overall performance is good, RAN2 should study how to use AIML to reduce the measurement effort and overhead without compromising the mobility performance. 
Another important aspect pertaining to the use-case relates to the possibility of using the predictions of the RRM measurements to improve the performance of inter-cell handovers, e.g., by improving the robustness of the HO procedure and/or reducing the interruption time. 
Observation 2:  The potential of using predicted RRM measurements to improve the robustness of the handover procedure and reduce interruption time or optimize resource usage needs further study. 
Proposal 1: RAN 2 to consider at least the following objectives for the sub-use cases being considered in the context of the RRM measurement prediction use-case. 
· Objective 1: Using AI/ML to improve the RRM measurement performance, i.e., reduce the measurement effort and overhead without compromising the mobility performance.
· Objective 2: Using AI/ML to improve mobility performance, i.e., enhance the mobility robustness and reduce the mobility interruption time.
2.1	Beam and cell level measurements
The measurement model in NR is given in Figure 1. 
[image: ]
Figure 1: NR measurement model from TS 38.300.
In RAN2#125bis the following cases were identified for generating cell level measurement results
	Agreements
1	For cell level measurement prediction model, at least consider the following cases:
Case 1: To predict beam level results, then generate cell level results based on the predicted beam results; 
Case 2: To directly predict cell level results based on cell level results.
Case 3: To directly predict cell level results based on beam level results 



Case 1 and Case 3 use beam-level measurements as input. They can be either raw measurements or filtered values. Furthermore, as shown in Figure 1, filtering can take place at two different levels: at the physical layer (L1) to derive beam quality and then at RRC level (L3) to derive cell quality from multiple beams. Cell quality from beam measurements is derived in the same way for the serving cell(s) and for the non-serving cell(s). Measurement reports may contain the measurement results of the K best beams, depending on the NW configuration. In UE-side ML Case 1 and Case 3, whether A or A1 is used as an input to the ML model is up to UE implementation and does not have specification impact.
Observation 3: In UE-side ML Case 1 and Case 3, whether A or A1 are used as an input to the ML model is up to UE implementation and does not have specification impact.
For the network-side ML, the network should configure the UE to provide the measurement data it needs. However, to understand which input and output combinations are required, we must study the individual sub-use case scenarios. 
Observation 4: To understand which input and output combinations are required, we must study the individual sub-use case scenarios.
2.2	Identified Sub-Use-Cases
Considering the identified Cases for the RRM measurement prediction use-case, we think it is relevant to identify and describe the end-to-end sub-use-case scenarios for RRM measurement prediction. At least the following should be considered for each RRM measurement prediction end-to-end sub-use-case:
· Input to the machine learning model
· Measurements from one cell or several cells, i.e., intra- or inter-cell
· What measurements in the TS 38.300 measurement model (Figure 1) are used: A, A1, C, E etc.?
· Which measurements the ML model is predicting
· Predicting for the current serving cell or another cell (intra- or inter-cell)
· What measurements in the TS 38.300 measurement model (Figure 1) are predicted: A, A1, C, E etc.?
· Spatial-, temporal- and/or frequency-domain predictions
· Primary objective: Measurement reduction or mobility performance optimization
Listing proposed use cases considering the aspects listed above, we get the table 2-1: 
Table 2-1: Summary of sub-use-case scenarios
	Use Case ID
	ML Input 
	Input intra- / inter-cell
	ML Output 
	Output intra- / inter-cell
	Prediction domain
	Primary Objective
	Description

	Intra_F_C_S -case3
	A/A1
	Intra
	C
	Intra
	Spatial, temporal
	Measurement reduction
	Predict the L3 cell-level measurement directly from a reduced subset of L1 beam measurements.

	Intra_F_C_S -case1
	A/A1
	Intra
	A1
	Intra
	Spatial, temporal
	Measurement reduction
	Predict the skipped L1 beam-level measurements and use them together with the measured ones to compute the cell-level L3 measurement using the baseline procedure.

	Inter_F_C-case2
	C
	Inter
	C
	Inter
	Frequency
	Measurement reduction
	Inter-frequency measurement reduction by predicting inter-frequency measurements from intra-frequency measurements.

	Resource optimization
	A1/F/C
	Intra/ Inter
	A1/F/C
	Inter
	Spatial, temporal
	Mobility optimization
	Target cell or beam prediction used to optimize mobility decisions.

	Failure prediction
	A1/C
	Inter
	C
	Inter
	Temporal
	Mobility optimization
	Use predicted future measurements to predict the probability of a HOF/RLF. Can require exceedingly high prediction accuracy.

	Measurement event prediction
	A1/C
	Inter
	C
	Inter
	Temporal
	Mobility optimization
	Use predicted future measurements to predict the probability of a future measurement event. Can require very high prediction accuracy.



Proposal 2: Endorse Table 2-1 as starting point to summarize the relevant sub-use cases considered in the SI. 
2.2.1	Predicting Cell-Level L3 from a Reduced Subset of L1 Beam-Level Measurements
When considering this sub-use case, the goal is to enable the provision of L3 cell-level measurement result when spatial beam measurement reduction is used. There are alternative ways to do this, as identified in RAN#125:
· Case 1: Predict the skipped L1 beam measurements with an ML model and then use the baseline beam consolidation and L3 filtering to calculate the cell-level L3 measurement (outcome C in Figure 1).
· Case 3: the cell-level L3 measurement C directly from the reduced set of L1 beam measurements.
Note: Intermediate measurements may also be utilized.
In both alternatives, the input set of L1 beam measurements may include spatial and/or temporal beam measurement reduction.
Observation 5: In Case 1, the existing RRC quantity configuration parameters for beam consolidation and L3 filtering can be supported, because the L3 cell-level measurement configuration from L1 beam measurements does not change.
Observation 6: In Case 3, it may not be possible to support the existing RRC quantity configurations, since the L3 cell-level measurement is derived with ML prediction instead of the baseline beam consolidation and L3 filtering.
Proposal 3: RAN2 should consider evaluations of both Case 1 and Case 3 in the context of predicting cell level L3 measurements from a reduced subset of L1 beam level measurements. 
Different intermediate metrics have already been identified in the e-mail discussion that is currently being organized [1].  To understand the end-to-end advantage and trade-off of the use case, it would be necessary to evaluate the impact of the measurement reduction to the mobility performance and QoS metrics and the energy efficiency. This may be challenging to evaluate. How to do the end-to-end evaluation is for FFS.
Proposal 4: In addition to the intermediate metrics identified in the e-mail discussion [1], RAN2 should also consider aspects related to the end-to-end evaluation of mobility, such as QoS metrics and energy efficiency.
2.2.2	Inter-Frequency Measurement Reduction
Inter-frequency measurement reduction has additional advantages in reducing the required measurement gaps, which improves throughput and reduces latency. In inter-frequency measurement prediction, a machine learning model is trained to predict measurements of one frequency based on measurements of another frequency by learning the correlation between the two sets measurements. This can be used to reduce the number of inter-frequency measurements the UE needs to take. One way to significantly reduce the required inter-frequency measurements is to predict measurement events including an inter-frequency measurement object, like A3, A4, B1 or B2, from intra-frequency measurements or a reduced set of intra-frequency measurements. The frequency-domain measurement event predictions can be used to, e.g., optimize the RRC measurement configuration, i.e., when to configure the UE with inter-frequency measurements, measurement events and measurement gaps.
Observation 7: Predicted inter-frequency measurements may be used to predict measurement events including an inter-frequency measurement object, e.g., A3, A4, B1 or B2, which can be utilized to optimize the UE measurement configuration and other mobility-related decisions. 
Proposal 5: The accuracy of predicted inter-frequency measurements is to be studied in the RRM measurement prediction use case. The implications to the LCM procedures can be studied at a later stage. 
Proposal 6: The use of  inter-frequency measurement prediction for frequency-domain measurement event prediction should be studied in the measurement event prediction use case. FFS if further events (e.g., inter-frequency A3, A4, B1 or B2) should be considered in addition to the time domain A3 prediction.
Considering the end-to-end frequency domain measurement event prediction use case, the cost of a false positive prediction is that the UE is configured with unnecessary inter-frequency measurements, which reduces the measurement saving. On the other hand, a false negative prediction may delay the connection to the other frequency layer. Connecting to the inter-frequency layer may be preferred for load balancing or improved QoS, which may experience a trade-off if the connection is delayed. As the end-to-end metric, the percentage of saved inter-frequency measurements should be evaluated against any trade-off in the QoS.
Proposal 7: As the end-to-end metric, the percentage of saved inter-frequency measurements should be evaluated against any trade-off in the QoS.
2.2.3	Target Prediction for Resource Optimization
Temporal and/or spatial measurement or target prediction may be used optimize the inter-cell mobility decisions. This can include, for example, optimization of resources in handover preparation. The prediction can be done at least in the following two ways: 
1. Predicted measurements of target candidate cells or beams are used to determine the best target candidate beams or cells (regression ML model). 
2. The best target candidate cells or beams may be predicted directly from a set of measurements used as an input (classification ML model).
Observation 8: Mobility targets may be predicted for mobility optimization by deriving them from predicted measurements or directly from a set of measurements used as an input
Alternative 1 has the advantage that if we would have very accurate and reliable predictions, any target prediction use cases could be derived from them without having to train a specific ML-model, as long as the necessary measurements are predicted. However, it may be difficult to achieve such accurate and reliable predictions for all measurements that are needed. The required accuracy and feasibility of achieving it depends on the exact use case and needs further discussion in RAN2.
Alternative 2 has the following advantages: 
· The model needs to learn only what is required to predict the labeled optimal target. No intermediate measurements need to be predicted.
· Prediction of probabilities for different alternatives being the best candidates is much simpler in classification models.
· During offline labeling of the best target candidates more data may be available than during inference time. For example, future measurements that are not part of the predicted measurements may be used in labeling. 
Observation 9: For alternative 2, prediction of probabilities is simpler and during labeling of the best target candidates, additional information may be used that may not be available at inference time.
The inputs to both alternatives can be either L1 beam level measurements or L3 cell level measurements. This can be potentially a time series of past measurements of either the current serving cell or including neighboring cells (especially in case of inputs being L3 cell level measurements). The predicted target beams or cells may be for example the best candidate cell for the UE to handover to, or the most likely best beams in the target candidate cell.
Proposal 8: Predicting optimal target candidate cells or beams, either based on predicted measurements or as target prediction, should both be studied.
2.2.4	RLF/HOF and Measurement Event Prediction Using Predicted RRM Measurements
As in target prediction, if we would have very accurate ML models predicting future measurements, they could be used to predict RLFs or HOFs and measurement events. However, also for these sub-use cases, very accurate and reliable predictions are required. Similar additional challenges also apply, when deriving predicted failures or measurement events from predicted measurements: 
· Prediction of probabilities for different alternatives is more challenging than in classification models.
· Less data may be available during inference to derive the mobility-related events from the predicted measurements than during offline training data labeling.

Observation 10: Predicting mobility-related events based on predicted RRM measurements may require exceedingly high prediction accuracy and reliability.

Observation 11: Predicting probabilities of mobility-related events is more challenging based on predicted RRM measurements than when predicting the mobility-related events directly.

In our view, the solution identified by RAN2 should consider the trade-off between the need for high accuracy and reliability of the predictions, as well as the simplicity of the design. 
Proposal 9: The solution identified by RAN2 should consider the trade-off between the need for high accuracy and reliability of the predictions, as well as the simplicity of the design.

3	Conclusion
This document has made the following observations:
Observation 1: At least for FR1 mobility, wherein failures are rare and overall performance is good, RAN2 should study how to use AIML to reduce the measurement effort and overhead without compromising the mobility performance. 
Observation 2:  The potential of using predicted RRM measurements to improve the robustness of the handover procedure and reduce interruption time or optimize resource usage needs further study. 
Observation 3: In UE-side ML Case 1 and Case 3, whether A or A1 are used as an input to the ML model is up to UE implementation and does not have specification impact.
Observation 4: To understand which input and output combinations are required, we must study the individual sub-use case scenarios.
Observation 5: In Case 1, the existing RRC quantity configuration parameters for beam consolidation and L3 filtering can be supported, because the L3 cell-level measurement configuration from L1 beam measurements does not change.
Observation 6: In Case 3, it may not be possible to support the existing RRC quantity configurations, since the L3 cell-level measurement is derived with ML prediction instead of the baseline beam consolidation and L3 filtering.
Observation 7: Predicted inter-frequency measurements may be used to predict measurement events including an inter-frequency measurement object, e.g., A3, A4, B1 or B2, which can be utilized to optimize the UE measurement configuration and other mobility-related decisions. 
Observation 8: Mobility targets may be predicted for mobility optimization by deriving them from predicted measurements or directly from a set of measurements used as an input
Observation 9: For alternative 2, prediction of probabilities is simpler and during labeling of the best target candidates, additional information may be used that may not be available at inference time.
Observation 10: Predicting mobility-related events based on predicted RRM measurements may require exceedingly high prediction accuracy and reliability.

Observation 11: Predicting probabilities of mobility-related events is more challenging based on predicted RRM measurements than when predicting the mobility-related events directly.
And proposed the following:
Proposal 1: RAN 2 to consider at least the following objectives for the sub-use cases being considered in the context of the RRM measurement prediction use-case. 
· Objective 1: Using AI/ML to improve the RRM measurement performance, i.e., reduce the measurement effort and overhead without compromising the mobility performance.
· Objective 2: Using AI/ML to improve mobility performance, i.e., enhance the mobility robustness and reduce the mobility interruption time.
Proposal 2: Endorse Table 2-1 as starting point to summarize the relevant sub-use cases considered in the SI. 
Proposal 3: RAN2 should consider evaluations of both Case 1 and Case 3 in the context of predicting cell level L3 measurements from a reduced subset of L1 beam level measurements. 
Proposal 4: In addition to the intermediate metrics identified in the e-mail discussion [1], RAN2 should also consider aspects related to the end-to-end evaluation of mobility, such as QoS metrics and energy efficiency.
Proposal 5: The accuracy of predicted inter-frequency measurements is to be studied in the RRM measurement prediction use case. The implications to the LCM procedures can be studied at a later stage. 
Proposal 6: The use of  inter-frequency measurement prediction for frequency-domain measurement event prediction should be studied in the measurement event prediction use case. FFS if further events (e.g., inter-frequency A3, A4, B1 or B2) should be considered in addition to the time domain A3 prediction.
Proposal 7: As the end-to-end metric, the percentage of saved inter-frequency measurements should be evaluated against any trade-off in the QoS.
Proposal 8: Predicting optimal target candidate cells or beams, either based on predicted measurements or as target prediction, should both be studied.
Proposal 9: The solution identified by RAN2 should consider the trade-off between the need for high accuracy and reliability of the predictions, as well as the simplicity of the design.
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