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1	Introduction
[bookmark: _Toc61387172][bookmark: _Toc499559238][bookmark: _Toc147158671]In RAN2#125bis meeting [1], the following agreements addressing A-IoT paging functionality are achieved:
	· Legacy paging message for device will not be supported.  
· Legacy paging occasion and legacy DRX for the device is not supported. This doesn’t preclude solutions that address device monitoring (taking into account discussions from RAN1 as well).
· RAN2 assumes that the device will not support tracking/RAN area update procedure.    
· For the case of reaching single or group of devices, an identifier may be required to identify the device/group of devices in the trigger message. FFS pending the details from SA2


In this paper, we will further discuss the issues related to A-IoT Paging functionalities.
2	Discussion
[bookmark: _Toc499559239][bookmark: _Toc61387173][bookmark: _Toc147158672]2.1	A-IoT paging identifier
Regarding the A-IoT Paging identifier, RAN2#125bis [1] has agreed:
	· For the case of reaching single or group of devices, an identifier may be required to identify the device/group of devices in the trigger message. FFS pending the details from SA2
· We will study the support for access triggering for a single device, group of devices, or all devices.


[bookmark: _Hlk163051441]The basic A-IoT paging procedure for Topology 1 is illustrated in Figure 2.1. The reader receives service request for A-IoT inventory/command from the CN, with upper layer (e.g. NAS layer) MASK/Filter/Group information provided. The MASK/Filter/Group is used to indicate which A-IoT device(s) is/are selected and required to respond the triggered inventory/command service. The reader generates and transmits the A-IoT Paging Message including the MASK/Filter/Group to A-IoT devices. By comparing the Mask/Filter/Group with the A-IoT device ID, the A-IoT device decides whether it is selected/matched to respond, e.g. initiates A-IoT random access procedure to try to perform the data transmission. The design of A-IoT device ID, MASK/Filter/Group and how to match MASK/Filter/Group and A-IoT device ID are up to SA2 discussion, e.g. the Solution#2 in SA2 TR 23.700.
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Figure 2.1:	Basic A-IoT paging procedure
Observation 1:	The reader includes the upper layer Mask/Filter/Group information, which is received from the CN, into the A-IoT Paging Message and sends it to A-IoT devices; A-IoT device decides whether it is selected to respond, by comparing the upper layer Mask/Filer/Group information with its A-IoT device ID (format/behaviour to be defined by SA2).
Proposal 1:	For the “identifier” in A-IoT paging message, RAN2 assumes it is provided to the reader via the service request message from CN (detailed format of this identifier is up to SA2 discussion).
2.2	Information visible to reader
In last RAN2 meeting, there were some discussions on what information can be visible to reader and the following FFS was given to allow companies analyse further.
	· FFS about the level of visibility required by the reader and what information is necessary for AS layer operations.  


First of all, the number of devices should be visible to the reader, e.g. at least an indication of whether the service is triggered for a single device or multiple devices. As discussed above, the A-IoT paging identifier is provided by CN to select one or multiple devices. Once RAN2 agrees to support both contention-free access and contention-based access, it is necessary to have such information for the reader to trigger different types of random access procedures (contention-free access or contention-based access). If only one device is triggered to access, contention-free access can be used. When multiple devices are triggered, contention-based access procedure will be applied. In such case, the (rough) number of devices to be triggered can be also provided to reader from CN. It is helpful for the reader to allocate the appropriate amount of resources for the targeted devices. For example, if 100 devices are triggered by the service, the reader could allocate about 100 access occasions for these devices to access by being aware of the number of devices.
The service type (i.e. inventory and/or command) could be another useful information for the reader. Assuming that the command procedure follows the inventory procedure, the service type information can help the reader to know whether there is a following command procedure after the inventory procedure. If the service type indicates inventory-only, the reader will trigger/indicate another device to report device ID after receiving the device ID from one device. If the service type indicates an inventory and command combined procedure, the reader will wait for the following command message after receiving a device ID and sending the device ID to CN. 
Proposal 2:	RAN2 assumes that the following information can be visible to the reader and useful for AS procedure:
Whether single or multiple devices are triggered; and the (rough) number of devices to be triggered, if multiple devices are triggered; 
The service types (i.e. inventory and/or command).
2.3	Paging reception, re-transmission and energy related issues 
A-IoT device can be charged by external energy source (e.g. RF energy source), therefore the power-saving is not a necessary requirement. Once it has enough energy/is powered-on, the A-IoT device continuously monitors DL to receive an A-IoT Paging Message.
2.3.1	Device availability issue for paging reception 
RAN#103 meeting concluded that:
	· The potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study [RAN2, RAN1]
· Duration of one device’s unavailability due to charging by energy harvesting can be assumed up to several tens of seconds
· Note: this value can be revisited in future RAN plenary meetings, if necessary
· TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device, i.e.: “NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.”


We discuss the paging handling of device availability due to the impact of energy harvesting in this section. 
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Figure 2.3.1	Paging procedure including energy harvesting/charging phase
The typical network implementation can be: once there is the need for the inventory/command service, the network (or the system, in some other manner) performs the energy charging, so that almost all Ambient IoT devices under its coverage can be ready for the DL monitoring. In practical deployment/use case, those devices under the same network are typically using similar device architecture, which means they will likely have a similar duration of the charging phase. Then, the network can assume a similar time duration of the device availability and send the paging message immediately.
In theory, there could be the potentially up to several tens of seconds of power charging via energy harvesting. In case of different Ambient IoT device architectures/implementations, the charging duration for the A IoT devices to be ready for communication can vary. Then, the issue caused by different time of device availability occurs. For the devices with relatively large power consumption and being available for DL monitoring relatively early, there could be the chance of running out of power before the network sends the paging message (since the network may need to wait for devices being available for DL monitoring relatively late).
In the above case (could be atypical), some devices may miss the paging message reception, due to unavailability after charging (i.e. some devices may run out of power, due to the power consumption of monitoring DL after power-on/energy harvesting).
Observation 2:	The potential impact/issue of energy harvesting on device availability for transmission and reception procedures:
In order to perform data transmission/reception, the charging/energy harvesting needs to be performed first;
There could be the device unavailability case for data transmission/reception procedure, after the charging/energy harvesting;
In some case, some Ambient IoT devices may miss the paging message reception, e.g. due to the unavailability (running out of power) after charging.
To reduce the impact of energy harvesting on device (un)availability, a DRX-like cycle reception concept can be a potential solution. To somehow support the periodical timing alignment between device and the network, “periodical MAC PDU on PRDCH” can be used, together with the “R2D timing acquisition signal (e.g. R2D preamble)”. Then, network implementation can periodically transmit this “MAC PDU on PRDCH” plus the “R2D preamble” as the starting point. The Ambient IoT device can both receive higher layer DL message, if any, and adjust the timing of DRX-like cycle starting point (due to the large value of SFO) for paging reception, by receiving this RAN1 already agreed “block”.  
[image: cid:image001.png@01DA8097.C9D22360]
Figure 2.3.2:	Example of one R2D transmission
Observation 3:	RAN1 already agreed “R2D timing acquisition signal (e.g. R2D preamble)” can support the timing acquisition for the A-IoT device to adjust the timing of the DRX-like cycle starting point. 
[bookmark: _Hlk163053844]Observation 4:	If any DRX-like cycle is needed, the “higher layer DL MAC PDU together with R2D preamble as the start” could be transmitted in the beginning of the cycle, without RAN1 further discussion/impact on the synchronisation signal.
2.3.2	Paging re-transmission
Even with power saving enhancement to somehow reduce the possibility of device unavailability for paging reception, there is still the chance that some device becomes unavailable anyway e.g. due to large power consumption. So, power saving enhancement is just one best-effort way to somehow extend the power-on duration for communication. But, it cannot completely avoid the case of device unavailability for paging reception.
Observation 5:	Any power saving enhancement is just a best-effort way to extend the duration for “device availability with energy”, rather than a final solution to completely avoid the device unavailability case. 
Besides, there are also some cases that the devices miss the paging reception due to the poor channel quality or CRC error. Thus, reliability improvement of the paging reception is an important issue for all cases.
Observation 6:	Devices may fail to receive the A-IoT paging message due to various reasons (e.g. poor channel quality or CRC error). 
To really address device availability issue and paging reception failure issue, the network implementation should re-transmit the paging message for the same inventory request to handle those devices which missed the first paging message.    
After one paging message and the corresponding random access and data transmission procedure for the devices, which received this paging message, the network implementation can re-transmit the paging message for the other devices which missed this paging message. Assuming the energy harvesting is always there, the devices, which was unavailable when this paging message was sent, will most likely become available when the paging message is re-transmitted after a while. 
The Ambient IoT device can maintain some status/flag in one register memory (e.g. with separate capacitor), which can maintain the status/flag longer than the energy storage for communication. By using/setting this status/flag, the devices which received the first paging message will ignore the paging message re-transmission, while the devices which missed the first paging message will process the re-transmitted paging message and respond to it. 
The reader implementation can determine whether to perform one or more paging re-transmissions for potential unavailable device, e.g. by considering the number of devices that accessed in the previous round. For example, if there is no more device response, the BS can consider that there are no more un-handled devices.
Therefore, we propose the following solution as a baseline to handle the issue on device (un)availability due to/related to energy harvesting/charging.
Proposal 3a:	For the issue on device (un)availability due to/related to energy harvesting/charging, the baseline can be: 
Once the A-IoT device has energy, it continuously monitors DL to receive A-IoT paging message. 
The reader can re-transmit the paging message to address the issue that some Ambient IoT devices may have missed the previous paging message, e.g. due to lack of energy.
Proposal 3b:	Support a common failure handling method, i.e. retransmitting the A-IoT paging message to trigger the “failed” device(s) to respond, where “failed” device means the device has not successfully completed the access and data transmission procedure triggered by the previous paging message.
2.4	A-IoT device paging reachability
Given the last RAN2 meeting agreement, we hereby clarify how the paging reachability can be supported.
	RAN2 assumes that the device will not support tracking/RAN area update procedure.  


For DO-DTT and DT traffic types, how to ensure the A-IoT device reachability from CN point of view needs to be considered, i.e. to find the suitable reader to reach some A-IoT device(s). As a potential implementation solution, the CN can store some history information of the association between A-IoT devices and readers, e.g. based on the previous location report or the information from OAM/server. Then, the CN can know which reader to send the A-IoT service request in order to reach one/a group of/all A-IoT devices. Additionally, this paging reachability issue is under the scope of SA2, without RAN2 impact. 
In the last meeting, RAN3 agree to use the network locating report procedure to support this use case.
	Use cases for locating an AIoT device: 
-	Find an appropriate “reader” close to the A-IoT device; 


Observation 7a:		In order to know which readers can serve one/a group of/all A-IoT devices, the CN can store some history information of the association between A-IoT devices and the readers, e.g. based on the previous location report or the information from OAM/server.
In last meeting, some companies proposed to support to page unidentified devices, but from device side, to remember/identify whether it has responded to a reader requires more standard work and also has impact to device hardware implementation, e.g. memory.
Observation 7b:		It is difficult for A-IoT device to determine whether it is “unidentified/unknown” device or “new coming” device. There should be no device side specific operation to support the paging reachability.
2.5	Reader initiated paging
Inventory and command use cases
	RAN2#125bis agreement [1]:
· RAN2 will support two use cases, “inventory” and “command”. The definition, detailed wording is FFS


Similar to the general scope in SID [2], RAN2#125bis also clarified that RAN2 will support two use cases, i.e. “inventory” and “command”. Both of the services are supposed to be triggered by CN. Even for periodic inventory, it can be also initiated by CN. For example, the CN receives a service operation request together with a reporting control information from AF/NEF. If the reporting control information contains periodic reporting indication, the CN can send Inventory Start message to reader(s) periodically or indicate the reader(s) to trigger A-IoT paging procedure periodically (e.g. the Solution#17 in SA2 TR 23.700).   
Observation 8:	There is no clear motivation to support reader-initiated A-IoT paging for inventory and command use cases.
Proximity determination
In RAN SID, proximity determination was proposed to be studied as shown below: 
	RP-240826:
· Study the feasibility and required functionalities for proximity determination, which is the determination of whether BS or intermediate UE and ambient IoT device are near each other or not (coordination with SA3 is required for privacy aspects).


As clarified in the RAN SID, the proximity determination aims to determine whether BS or intermediate UE and ambient IoT device are near each other or not [2]. 
In RAN1#116-bis, RAN1 agreed that proximity determination is not based on device side measurements. Therefore, a potential method to support the proximity determination is to rely on reader implementation. Hence, from RAN2 perspective, no spec impact is foreseen in order to support it.
	RAN1#116-bis agreement[2]:
Proximity determination based on device side measurements is not considered. 


Observation 9a:	RAN1 agreed “Proximity determination based on device side measurements is not considered.”
Observation 9b:	To support the proximity determination, the current RAN2 A-IoT paging can already trigger the devices to perform D2R transmission. Then, it is up to the reader implementation to determine whether the devices are near or far. No new AS procedure is needed for proximity determination purpose.
From E2E procedure perspective, the service request initiating the proximity determination should be an upper layer request (either from core network or from server). Otherwise, it is not clear how the reader will use the proximity determination result or where to report the proximity determination result. Considering SA2 and SA3 will take RAN SID into account during their study, RAN2 can assume the proximity determination is triggered by core network/server behind the core network.
	SA3 SID:
1. Identify security threats introduced by AIoT services for use cases captured in TS 22.369, for topologies captured in RP-234058, and for architecture captured in TR 23-700-13.
2. Identify security requirements to address the identified threats.
3. Develop potential solutions that fulfill the security requirements, taking into account AIoT device constraints agreed upon in other 3GPP working groups.

	SA2 SID:
For this study, the types of devices, traffic assumptions and connectivity topologies are used from the RAN study item (please see RP-234058).


Observation 9c:	RAN2 assumes the proximity determination use case is initiated/triggered by the core network/server behind the core network.
According the above analysis, regarding all the use cases, there is no need to support the reader-initiated A-IoT paging.
Proposal 4:	RAN2 assumes there is no A-IoT paging initiated by BS-reader without CN request, i.e. A-IoT paging is only supported by the service request initiated by CN (e.g. for periodical inventory and proximity determination).
2.6	Random access and scheduling related information
In the last RAN2 meeting, some companies proposed that some RA-related configurations can be provided in A-IoT paging message. However, the overall A-IoT random access procedure is still under discussion, and what kind of configuration is needed for random access procedure is not clear. It is too early to decide whether to include the RA configuration parameters in A-IoT paging message. Therefore, we propose RAN2 first to discuss what information related A-IoT random access and scheduling is needed. Then, RAN2 can discuss which message can be used to send the RA configuration from reader to device.
Proposal 5: 	RAN2 first discusses what information related A-IoT random access and scheduling is needed from reader to device, and then discusses whether to combine those into the A-IoT paging message.
3	Conclusion
This contribution makes the following proposals:
Observation 1:	The reader includes the upper layer Mask/Filter/Group information, which is received from the CN, into the A-IoT Paging Message and sends it to A-IoT devices; A-IoT device decides whether it is selected to respond, by comparing the upper layer Mask/Filer/Group information with its A-IoT device ID (format/behaviour to be defined by SA2).
Observation 2:	The potential impact/issue of energy harvesting on device availability for transmission and reception procedures:
In order to perform data transmission/reception, the charging/energy harvesting needs to be performed first;
There could be the device unavailability case for data transmission/reception procedure, after the charging/energy harvesting;
In some case, some Ambient IoT devices may miss the paging message reception, e.g. due to the unavailability (running out of power) after charging.
Observation 3:	RAN1 already agreed “R2D timing acquisition signal (e.g. R2D preamble)” can support the timing acquisition for the A-IoT device to adjust the timing of the DRX-like cycle starting point. 
Observation 4:	If any DRX-like cycle is needed, the “higher layer DL MAC PDU together with R2D preamble as the start” can be transmitted in the beginning of the cycle, without RAN1 further discussion/impact on the synchronisation signal.
Observation 5:	Any power saving enhancement is just best-effort way to extend the duration for “device availability with energy”, rather than a final solution to completely avoid the device unavailability case. 
Observation 6:	Devices may fail to receive the A-IoT paging message due to various reasons (e.g. poor channel quality or CRC error). 
Observation 7a:		In order to know which readers can serve one/a group of/all A-IoT devices, the CN can store some history information of the association between A-IoT devices and the readers, e.g. based on the previous location report or the information from OAM/server.
Observation 7b:		It is difficult for A-IoT device to determine whether it is “unidentified/unknown” device or “new coming” device. There should be no device side specific operation to support the paging reachability.
Observation 8:	There is no clear motivation to support reader-initiated A-IoT paging for inventory and command use cases.
Observation 9a:	RAN1 agreed “Proximity determination based on device side measurements is not considered.”
Observation 9b:	To support the proximity determination, the current RAN2 A-IoT paging can already trigger the devices to perform D2R transmission. Then, it is up to the reader implementation to determine whether the devices are near or far. No new AS procedure is needed for proximity determine purpose.
Observation 9c:	RAN2 assumes the proximity determination use case is initiated/triggered by the core network/server behind the core network.
A-IoT paging identifier
Proposal 1:	For the “identifier” in A-IoT paging message, RAN2 assumes it is provided to the reader via the service request message from CN (detailed format of this identifier is up to SA2 discussion).
Information visible to reader
Proposal 2:	RAN2 assumes following information can be visible to the reader and useful for AS procedure:
Whether single or multiple devices are triggered; and the (rough) number of devices to be triggered, if multiple devices are triggered; 
The service types (i.e. inventory and/or command) (up to RAN3 final decision).
Paging reception, re-transmission and energy related
Proposal 3a:	For the issue on device (un)availability due to/related to energy harvesting/charging, the baseline can be: 
Once the A-IoT device has energy, it continuously monitors DL to receive A-IoT paging message. 
The reader can re-transmit the paging message to address the issue that some Ambient IoT devices may have missed the previous paging message, e.g. due to lack of energy.
Proposal 3b:	Support a common failure handling method, i.e. retransmitting the A-IoT paging message to trigger the “failed” device(s) to respond, where “failed” device means the device has not successfully completed the access and data transmission procedure triggered by the previous paging message.
Reader initiated paging
Proposal 4:	RAN2 assumes there is no A-IoT paging initiated by BS-reader without CN request, i.e. A-IoT paging is only supported by the service request initiated by CN (e.g. for periodical inventory and proximity determination).
Random access and scheduling related information
Proposal 5: 	RAN2 first discusses what information related A-IoT random access and scheduling is needed from reader to device, and then to discuss whether to combine those into the A-IoT paging message.
4	Reference
1. ChairNotes of 3GPP TSG RAN WG2 #125bis.
1. RP-240826, Revised SID: Study on solutions for Ambient IoT (Internet of Things) in NR.
image1.png
[ R2D Preamble PRDCH





