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1 Introduction
RAN2 made some progress in last meeting, including:

	1
For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches


2
We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.

3
RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT


 In this paper, we will continue to discuss on NW side data collection for model training.
2 Discussion
As summarized in Rel-18 TR 38.843 [2], seven data collection methods have been identified and RAN2 also gave some analysis on involved network entity, RRC state, max payload size per reporting, collected content, E2E latency, report type, security and privacy respectively. 
Combining the above RAN2 agreement and RAN1 replied LS in Rel-18 [3], we generally summarize the below table 1 describing the data collection requirements for BM and positioning use cases (those two cases are considered in WI phase) and give our recommended data collection method per LCM purpose.
Table 1. The data collection requirements per use case per LCM purpose and recommended data collection framework
	Use cases
	LCM purpose
	Content
	Data size per sample
	Typical latency requirement
	recommended data collection framework

	Beam management
	Training

UE-side and NW-side
	L1-RSRPs and/or beam-IDs
	7 bits for the strongest beam and 4 bits for the remaining beams

Set B = 16, the typical data size would be 67 

(hence up to ~100 bits), 

Set A = 128, the typical data size would be 515 

(hence up to ~500 bits). 

For BM Case 2, Payload size may not be fixed.
	Relaxed
	Logged MDT
Immediate MDT

	
	Inference

UE-side
	Beam prediction results
	Small (10s of bits)
	Time-critical


	L1 measurement

	
	Inference

NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	7 bits for the strongest beam and 4 bits for the remaining beams

Set B = 16, the typical data size would be 67 

(hence up to ~100 bits), 

Set A = 128, the typical data size would be 515 

(hence up to ~500 bits). 

For BM Case 2, Payload size may not be fixed.
	
	

	
	Monitoring

UE-side
	Event and/or calculated performance metrics (from UE to NW)
	Small (10s of bits)
	Near-real-time


	Immediate MDT

L3 measurements

UAI 

	
	
	L1-RSRP(s) and/or beam-ID(s)
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
	
	Immediate MDT

L3 measurements

UAI 

	
	Monitoring

NW-side
	L1-RSRP(s) and/or beam-ID(s)
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
	
	Immediate MDT

L3 measurements

UAI 

	Positioning
	Training

All cases
	Measurements (corresponding to model input): timing, power, and/or phase info

Labels model output of Case2a, Case3a， performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:

~100 bits to 1000s bits per PRS/SRS resource
	Relaxed
	Logged MDT
Immediate MDT
LPP 

	
	Training

Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits
	Relaxed
	Logged MDT
Immediate MDT
LPP 

	
	Training

AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
	10s bits to 100s bits per PRS/SRS resource
	Relaxed
	Logged MDT
Immediate MDT

	
	Inference

1
	Location coordinates as model output
	56 to 144 bits
	No agreements
	

	
	Inference

2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
	10s bits to 100s bits per PRS/SRS resource
	
	

	
	Inference

2b, 3b
	Measurements (corresponding to model input):

Timing, power, and/or phase info
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:

~100 bits to 1000s bits per PRS/SRS resource
	
	

	
	Monitoring

All cases
	further discussion
	further discussion
	Near-real-time
	


As for data size per sample, most data size of content is below 9kbytes (and 45kbytes) which means current data collection frameworks may enough if UE reports data per sample. However, RAN2 is still unclear about how many samples should be reported at once. If the number of samples increases, the size of reported data also increases accordingly.

Observation 1: RAN2 needs to know the number of data samples per reporting.

As for latency requirement, from our observation, RAN1 has some common views, i.e., relaxed latency requirement for model training, time-critical requirement for model inference and near-real-time requirement for model monitoring. And RAN1 understanding for relaxed, time-critical and near-real-time requirement can be seen in the following.

· Relaxed (e.g., minutes, hours, days, or no latency requirement)

· Near-real-time (e.g., several tens of msecs to a few seconds)

· Time-critical (e.g., a few msecs)
Observation 2: RAN2 assumes that data collection for model training has relaxed latency requirement, data collection for model inference has time-critical requirement and data collection for model monitoring has near-real-time requirement.
Considering the above observations on data size and latency requirements from RAN1, we propose:
Proposal 1: As there is the relaxed latency requirement of data collection for NW side model training, whether the identified framework needs to be enhanced mainly depend on the payload size that needs to be reported, and the content that needs to be collected.
Meanwhile, RAN2 also concluded some principles for network-side data collection TR 38.843 [2], including:

	A set of general data collection principles is expected to be considered for network-side model training. These include:

-
UE to support data logging,

-
UE to report the collected data periodically, event-based, and on-demand,

-
The UE memory, processing power, energy consumption, signalling overhead should be considered.

Note: The above principles can be revised depending on RAN1 requirements.


The above principles show the directions to enhance the identified framework. From UE perspective of view, we should follow those principles that UE concerns.
Proposal 2：UE should consider the following principles for NW-side data collection：

· UE should support data logging;

· UE supports to report the collected data periodically, event-based, and on-demand;
· In order to support data logging and avoid excessive UE memory usage, a minimum memory size should be considered.

As for the identified data collection framework, RAN2 had agreed that the same MDT-based measurement framework will be applied to both gNB-centric and OAM-centric data collection. FFS whether to enhance logged or immediate MDT. Here list the summary of logged MDT and immediate MDT:
	Involved network entity (termination point)
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	1)
End-to-End report latency**
	Report type
	Security and Privacy

	Method:  Logged MDT

	TCE/OAM

(Data can be utilized by gNB)
	IDLE / INACTIVE
	<9kbyte
	- L3 cell/beam measurements


- location information


- sensor information


- timing information
	1)
Procedure latency***:

-
Latency to enter CONNECTED state

-
Latency to receive gNB request signalling (~20ms)

2)
Air interface signalling latency****: 

-
~20ms (RRC)

3)
Other latency:

-
Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


Privacy via user consent 

	Method: Immediate MDT

	TCE/OAM

(Data can be utilized by gNB)
	CONNECTED
	<9kbyte
	- L3 cell/beam measurements


- location information


- sensor information
	1)
Procedure latency:

-
Report interval: 


120ms~30min for periodic report


TTT for event triggered report

2)
Air interface signalling latency:

-
~20ms (RRC)

3)
Other latency:

-
Forwarding latency between gNB and TCE   
	- Event triggered


- Periodic reporting 
	AS security via RRC message


Privacy via user consent


First of all, the data can be utilized by both gNB and OAM, no matter it is collected from logged MDT or immediate MDT. The main differences between logged MDT and immediate MDT is RRC state. Logged MDT is designed for inactive/idle state while immediate MDT is designed for connected state. In addition, the report types are also different. Logged MDT reports data upon gNB request, and Immediate MDT reports data periodically or based on event.
Although RAN2 tries to focus on MDT in RRC connected state (i.e., immediate MDT) during SI phase, from our side, some use cases like positioning may serve in inactive state, thus MDT in inactive/idle state (i.e., logged MDT) can also be considered. For another reason, neither immediate MDT nor logged MDT can satisfy all the identified data collection principles, thus the way to consider both logged MDT and immediate MDT together may has minimum spec impact while satisfying data collection principles. 
Whether the MDT framework needs to be enhanced and how to enhance (e.g., considering collected content etc) should be further evaluated.
Proposal 3: The MDT framework can consider both logged MDT and immediate MDT.
Accordingly, in case new collected content, new report trigger or new latency requirement needs to be satisfied, RAN2 can consider the enhancement to related measurement configuration, e.g., configuring UE the objectives or metrics that need to be newly measured and logged, indicating new event that triggers UE to report the collected data, or designing new signaling structure to reduce signaling overhead while satisfying data collection requirements etc. 
Proposal 4: RAN2 can consider the enhancement to measurement configuration for data collection framework, if needed.
3 Conclusion

In this contribution, we discussed on NW side data collection for model training and gave the following observations and proposals:
Observation 1: RAN2 needs to know the number of data samples per reporting.

Observation 2: RAN2 assumes that data collection for model training has relaxed latency requirement, data collection for model inference has time-critical requirement and data collection for model monitoring has near-real-time requirement.
Proposal 1: As there is the relaxed latency requirement of data collection for NW side model training, whether the identified framework needs to be enhanced mainly depend on the payload size that needs to be reported, and the content that needs to be collected.
Proposal 2：UE should consider the following principles for NW-side data collection：

· UE should support data logging;

· UE supports to report the collected data periodically, event-based, and on-demand;
· In order to support data logging and avoid excessive UE memory usage, a minimum memory size should be considered.

Proposal 3: The MDT framework can consider both logged MDT and immediate MDT.
Proposal 4: RAN2 can consider the enhancement to measurement configuration for data collection framework, if needed.
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