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[bookmark: _Toc153312120]Introduction
Accurate positioning is an essential and integral component of many industrial use cases and verticals. In R18, a SI Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1] investigated the necessity, feasibility, and potential enhancement of using AI/ML for positioning as one of the target use cases. Under this background, a new R19 WI [2] on AI/ML for NR Air Interface has been approved at RAN #102. This WI aims to provide normative support for general framework for AI/ML for air interface and use cases such as positioning accuracy enhancement in the preceding R18 study. In addition, some study objectives will be continued to deal with outstanding issues identified in R18 study. The following objectives regarding NW-side data collection and AI/ML based positioning are included in the WID:
	· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning: 
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases



In RAN #102, the five sub-use cases have been assigned with different priorities as shown in Figure 1-1. In this contribution, we will focus on the NW side cases with 1st priority (Case 3a and Case 3b) regarding LCM for positioning. 
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[bookmark: _Ref159058314]Figure 1‑1  Sub-use cases with different priorities

Discussion
Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
Table 2‑1 shows the model input and model output related information for Case 3a. 
[bookmark: _Ref159054062]Table 2‑1  model input and model output (label) related information for Case 3a
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	Measurements for model input
	CIR/PDP
	By TRP

	
	Ground-truth label
	Intermediate measurement:
-New measurement report: e.g., ToA, path phase
-Existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
-Enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
	By network entity with known PRU location



Model training
In preceding meetings, the following agreements were reached.
	In the SI
· Model Training:
· For gNB-side model, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. 
· Note: RAN2 identified the case in which LMF may be used for gNB-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
In RAN2 #125bis
Agreement
RAN2 focuses on the data collection procedure from UE to NW (e.g., gNB, LMF, or OAM) for the sake of NW-sided model LCM (including training, inference, management).
In RAN1 #116bis
Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.
Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 



It’s still open that whether LMF can be used for gNB-side model training for Case 3a. If LMF can train a gNB-side model, it means measurement and related data need to be sent from gNB to LMF, which may have similar procedure as Case 3b. In this sense, we think the data collection for LMF training can be firstly discussed for Case 3b, then study can be conduct whether it can be extended to Case 3a.
Compared with LMF training gNB-side model, it’s more straightforward for a gNB to train gNB-side models with assistance information from LMF or CN in Case 3a. Moreover, it can greatly reduce the workload of normative phase, as well as NW/LMF-side training burden if a gNB or a RAN-side node can train gNB-side models by itself sometimes. Therefore, we think the primary focus of normative work for Case 3a model training can be the mechanism of training models at gNB side, or use gNBs for training positioning models as a starting point. A start for the group may be to discuss how labels are provided to gNB by NW entity (e.g., LMF). With labels and measurements gathered at the gNB, the model training can be performed. 
[bookmark: _Toc159089208][bookmark: _Toc159103921][bookmark: _Toc159104576][bookmark: _Toc159104589][bookmark: _Toc159163590][bookmark: _Toc159170742][bookmark: _Toc159170868][bookmark: _Toc162895122][bookmark: _Toc162895516][bookmark: _Toc163036098][bookmark: _Toc163042527][bookmark: _Toc163044268][bookmark: _Toc163046899][bookmark: _Toc163063220][bookmark: _Toc163114896][bookmark: _Toc163114969][bookmark: _Toc166165233][bookmark: _Toc166169336]For Case 3a model training, support gNB-side model training as the primary focus of the normative work, or use gNBs for training positioning models as a starting point.
Model monitoring
In preceding SI and previous RAN2 #125bis, the following agreement regarding monitoring was reached.
	In the SI
· Monitoring:
· The UE monitors the performance of its UE-side model.
· For monitoring at the gNB side, and if needed, calculated performance metrics or data required for performance metric calculation, can at least be generated by the gNB.
· For monitoring at the LMF side, the gNB or UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination points for these metrics is the LMF.
In RAN2 #125bis
Agreement
FFS whether there is specification impact associated to gNB-side model monitoring.
Agreement
For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs



In our understanding, the Case 3a monitoring can be either at gNB side or LMF side. 
If the monitoring is at gNB side, on one hand, minimum specification effort can be expected as it can be totally up to implementation. For example, using model-input-based monitoring, or other methods which do not rely on labels. On the other hand, if the gNB-side monitoring method needs label information from network entities (with known PRU position), specification impact can be expected same as model training. For example, labels or related information need to be sent from a network entity to gNB. Therefore, we think model training and monitoring can use the same procedure acquiring label-related information from NW for Case 3a.
[bookmark: _Toc163042528][bookmark: _Toc163044269][bookmark: _Toc163046900][bookmark: _Toc163063221][bookmark: _Toc163114897][bookmark: _Toc163114970][bookmark: _Toc166165234][bookmark: _Toc166169337]For Case 3a model monitoring at gNB side, label-related information may need to be sent from network entity to gNB. In such case, model training and monitoring can share similar procedure. 
If LMF performs the monitoring, monitoring requirements/metrics can be provided to LMF via NRPPa. Then LMF performs the monitoring, detects anomalous data, and reports the anomalies to gNB. In this logic, we may need to discuss issues such as what’s the monitoring requirements/metrics, what/how to collect data, and when/what/how to report anomalies or other information. 
Due to limited meeting time, we think the group can discuss both gNB side and LMF side monitoring regarding the specification impact, with more focus on the gNB side monitoring. This is because training/monitoring at gNB side may follow the same procedure, while the discussion on LMF side monitoring may take more time.
[bookmark: _Toc159089209][bookmark: _Toc159103922][bookmark: _Toc159104577][bookmark: _Toc159104590][bookmark: _Toc159163591][bookmark: _Toc159170743][bookmark: _Toc159170869][bookmark: _Toc162895123][bookmark: _Toc162895518][bookmark: _Toc163036099][bookmark: _Toc163042529][bookmark: _Toc163044270][bookmark: _Toc163046891][bookmark: _Toc163046912][bookmark: _Toc163063211][bookmark: _Toc163063360][bookmark: _Toc163114887][bookmark: _Toc166165235][bookmark: _Toc166169338]For model monitoring of Case 3a, discuss both gNB side and LMF side monitoring regarding the specification impact, with more focus on the gNB side monitoring.
Model inference
For Case 3a model inference, intermediate measurements at gNB side are provided to LMF. The AI/ML model in CU or DU can be considered as a function up to implementation, which can be activated/deactivated/switched by the gNB itself. When the model is on, it outputs certain values that can be further converted into a format compliant with the specification (e.g. UL RTOA). Therefore, existing positioning procedures can be reused. 
[bookmark: _Toc159089207][bookmark: _Toc159103920][bookmark: _Toc159104575][bookmark: _Toc159104588][bookmark: _Toc159163589][bookmark: _Toc159170741][bookmark: _Toc159170867][bookmark: _Toc162895121][bookmark: _Toc162895517][bookmark: _Toc163036083][bookmark: _Toc163042523][bookmark: _Toc163044260][bookmark: _Toc163046890][bookmark: _Toc163046911][bookmark: _Toc163063212][bookmark: _Toc163063361][bookmark: _Toc163114888][bookmark: _Toc166165225][bookmark: _Toc166169327]For Case 3a model inference, existing positioning procedures can be reused.
Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Table 2‑2 shows the model input and model output related information for Case 3b. 
[bookmark: _Ref159054120]Table 2‑2  model input and model output (label) related information for Case 3b
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	Measurements for model input
	-Potential new measurement: CIR/PDP
-Existing measurement: e.g., RSRP/RSRPP/RSTD
	By TRP

	
	Ground-truth label
	UE position
	By LMF with known PRU location



Model training
For Case 3b model training, the entity that collects the data and performs the training is on NW side. Therefore, new measurements such as CIR/PDP/DP may need to be specified in NRPPa same as Case 3b model inferencing.
[bookmark: _Toc159067406][bookmark: _Toc159070570][bookmark: _Toc159089203][bookmark: _Toc159103916][bookmark: _Toc159104571][bookmark: _Toc159104584][bookmark: _Toc159163585][bookmark: _Toc159170737][bookmark: _Toc159170863][bookmark: _Toc162895117][bookmark: _Toc162895511][bookmark: _Toc163036078][bookmark: _Toc163042518][bookmark: _Toc163044263][bookmark: _Toc163046894][bookmark: _Toc163046915][bookmark: _Toc163063213][bookmark: _Toc163063362][bookmark: _Toc163114889][bookmark: _Toc166165226][bookmark: _Toc166169328]For Case 3b data collection for model training, new measurements such as CIR/PDP/DP may need to be specified in NRPPa same as Case 3b model inferencing, depending on RAN1 progress. 
The existing traditional positioning framework and procedures are designed to derive UE position via UE-RAN-CN cooperation, which can be easily reused for the model inference procedure. However, for data-driven AI/ML based positioning, the training data collection procedure has become as important as inference procedure, which may need further consideration or even redesign to meet various data collection requirements. For example, when a large scale of data is required for offline model training, it may have a lower real-time requirement compared to the existing positioning procedure while the number of types of the measurements within one transfer may increase significantly such that data with certain relationships can be collected in certain pattern for different training purpose.
[bookmark: _Toc159070682][bookmark: _Toc159144732][bookmark: _Toc159163579][bookmark: _Toc159170724][bookmark: _Toc159249271][bookmark: _Toc159249374][bookmark: _Toc159249552][bookmark: _Toc162895114][bookmark: _Toc162895502][bookmark: _Toc163036079][bookmark: _Toc163042519][bookmark: _Toc163044264][bookmark: _Toc163046895][bookmark: _Toc163046916][bookmark: _Toc163063214][bookmark: _Toc163063363][bookmark: _Toc163114890][bookmark: _Toc166165227][bookmark: _Toc166169329]For data-driven AI/ML based positioning, the training data collection procedure may need further consideration or redesign such that it can meet various data collection requirements which is different from the existing positioning procedure.
Based on the above analysis, there may be several potential signalling enhancements to facilitate training data collection in our understanding. 
1. Required/desired SRS configuration
Firstly, in existing positioning procedures, the SRS configuration is decided by the serving gNB as illustrated in step 3 of Figure 2‑1, then the specific SRS configuration will be provided to LMF in step 4. However, when LMF needs to collect data for Case 3b model training, LMF is expected to directly indicate the specific SRS configuration under which the data will be collected since it is the LMF or the NW side entity which has the full knowledge/control of the data and NW-side models. By LMF indicating the required/desired SRS configuration, if successful, LMF can easily collect measurements from gNBs and train the LMF-side corresponding model subsequently. After that, when certain SRS configuration is reported from a gNB to LMF at inferencing phase, LMF can search its model repository and select the model suitable to this SRS configuration. If no suitable model found, then LMF can trigger the data collection process by indicating this SRS configuration to train specific model. As we can see, this loop ensures a more automatic and efficient operation of LMF-side model LCM and allows positioning applications to better harness the power of AI/ML.
Therefore, as illustrated in Figure 2‑1, for Case 3b data collection for model training, the LMF can indicate its required/desired SRS configuration in data collection request, and the serving gNB should provide the configuration result to LMF in the response message.


[bookmark: _Ref163113412]Figure 2‑1 Including required/desired SRS config for model training data collection
[bookmark: _Toc163036080][bookmark: _Toc163042520][bookmark: _Toc163044265][bookmark: _Toc163046896][bookmark: _Toc163046917][bookmark: _Toc163063215][bookmark: _Toc163063364][bookmark: _Toc163114891][bookmark: _Toc166165228][bookmark: _Toc166169330]By LMF indicating the required/desired SRS configuration, a more automatic and efficient closed-loop LMF-side model LCM can be formed which allows positioning applications to better harness the power of AI/ML.
[bookmark: _Toc159070571][bookmark: _Toc159089204][bookmark: _Toc159103917][bookmark: _Toc159104572][bookmark: _Toc159104585][bookmark: _Toc159163586][bookmark: _Toc159170738][bookmark: _Toc159170864][bookmark: _Toc162895118][bookmark: _Toc162895512][bookmark: _Toc163036096][bookmark: _Toc163042525][bookmark: _Toc163044272][bookmark: _Toc163046902][bookmark: _Toc163063222][bookmark: _Toc163114898][bookmark: _Toc163114971][bookmark: _Toc166165236][bookmark: _Toc166169339]For Case 3b data collection for model training, consider LMF to indicate its required/desired SRS configuration for data collection request, and the serving gNB provides the configuration result to LMF in the response message.
2. Support of multiple measurements
Secondly, considering the number of types of the measurements in one transfer for Case 3b data collection may be large, and LMF may request multiple gNBs to transfer the data during the procedure, it would be beneficial that LMF is aware that whether all selected gNBs are able to provide all required measurements/data before the start of measurements reporting. Otherwise gNBs may provide different number of measurement types of the data that can only be aligned after further processing at NW side to form a dataset, which can cause heavy waste of the bandwidth transferring data that cannot be used, as well as extra NW-side computation resources when organizing the dataset. 
[bookmark: _Toc159163580][bookmark: _Toc159170725][bookmark: _Toc159249272][bookmark: _Toc159249375][bookmark: _Toc159249553][bookmark: _Toc162895115][bookmark: _Toc162895503][bookmark: _Toc163036081][bookmark: _Toc163042521][bookmark: _Toc163044266][bookmark: _Toc163046897][bookmark: _Toc163046918][bookmark: _Toc163063216][bookmark: _Toc163063365][bookmark: _Toc163114892][bookmark: _Toc166165229][bookmark: _Toc166169331]For Case 3b data collection for model training, due to different gNB capabilities and other factors, gNBs may provide different number of measurement types of the data that can only be aligned after further processing at NW side to form a dataset, which can cause heavy waste of the bandwidth transferring data that cannot be used, as well as extra NW-side computation resources when organizing the dataset.
Therefore, as illustrated in Figure 2‑2, we think it’s beneficial to have a measurement request indicating the desired measurements for data collection from LMF, as well as a measurement response indicating the supported measurements by gNBs. 


[bookmark: _Ref163114867]Figure 2‑2 Measurement request and response for multi-measurement support
[bookmark: _Toc159070572][bookmark: _Toc159089205][bookmark: _Toc159103918][bookmark: _Toc159104573][bookmark: _Toc159104586][bookmark: _Toc159163587][bookmark: _Toc159170739][bookmark: _Toc159170865][bookmark: _Toc162895119][bookmark: _Toc162895513][bookmark: _Toc163036097][bookmark: _Toc163042526][bookmark: _Toc163044273][bookmark: _Toc163046903][bookmark: _Toc163063223][bookmark: _Toc163114899][bookmark: _Toc163114972][bookmark: _Toc166165237][bookmark: _Toc166169340]For Case 3b data collection for model training, an exchange procedure with a measurement request indicating the desired measurements for data collection from LMF, and a measurement response indicating the supported measurements by gNBs can be beneficial to better support data collection.

Model monitoring
As the model is deployed in LMF, model monitoring can be up to implementation, hence no specification impact is expected.
[bookmark: _Toc159067407][bookmark: _Toc159070573][bookmark: _Toc159089206][bookmark: _Toc159103919][bookmark: _Toc159104574][bookmark: _Toc159104587][bookmark: _Toc159163588][bookmark: _Toc159170740][bookmark: _Toc159170866][bookmark: _Toc162895120][bookmark: _Toc162895515][bookmark: _Toc163036082][bookmark: _Toc163042522][bookmark: _Toc163044267][bookmark: _Toc163046898][bookmark: _Toc163046919][bookmark: _Toc163063217][bookmark: _Toc163063366][bookmark: _Toc163114893][bookmark: _Toc166165230][bookmark: _Toc166169332]No specification impact is expected for Case 3b model monitoring since monitoring can be deployed within the NW and based on implementation.
Model inference
In Case 3b model inference, after the measurement request from LMF, new or existing measurements are transferred from gNBs to LMF via NRPPa. Then LMF side model can derive UE position based on these measurements and other information. While RAN1 is discussing now whether/how to specify AI/ML related new measurements such as CIR/PDP/DP, specification efforts may be needed regarding the signalling aspect, such as data format of these new measurements to support NRPPa measurement request and response, which is in RAN3 scope. 
[bookmark: _Toc163036076][bookmark: _Toc163042516][bookmark: _Toc163044261][bookmark: _Toc163046892][bookmark: _Toc163046913][bookmark: _Toc163063218][bookmark: _Toc163063367][bookmark: _Toc163114894][bookmark: _Toc166165231][bookmark: _Toc166169333]For Case 3b model inference, depending on RAN1 progress, RAN3 efforts may be needed regarding the signalling exchange, such as new data format of measurements (CIR/PDP/DP) in NRPPa to support measurement request and response.
Regarding signalling exchange for measurement request and response, or for the whole model inference/positioning process, we believe Case 3b model inference can reuse existing NRPPa procedures. Below we use UL-TDOA positioning procedure as an example in Figure 2‑1 to explain our view. 
As shown in Figure 2‑3, the model is deployed within LMF. In step 4 of the UL-TOOA positioning procedure, the serving gNB provides UE SRS configuration to LMF. Then, based on the given SRS configuration and other information LMF has, LMF can select an appropriate model for positioning, which can be considered as an algorithm up to implementation. Subsequently, in step 6, LMF requests specific gNBs (e.g., serving gNB and neighbour gNBs) according to its algorithm to conduct measurements (e.g., CIR/PDP/DP) based on the SRS configuration. After receiving these measurements in step 8, the LMF-side model can finally output UE position. An observation drawn from above is that the procedure of UL-TDOA positioning can be reused, and new measurements such as CIR/PDP/DP may need to be transferred from gNBs to LMF.
[bookmark: _Toc163036077][bookmark: _Toc163042517][bookmark: _Toc163044262][bookmark: _Toc163046893][bookmark: _Toc163046914][bookmark: _Toc163063219][bookmark: _Toc163063368][bookmark: _Toc163114895][bookmark: _Toc166165232][bookmark: _Toc166169334][bookmark: _Toc159144731][bookmark: _Toc159163578][bookmark: _Toc159170723][bookmark: _Toc159249270][bookmark: _Toc159249373][bookmark: _Toc159249551][bookmark: _Toc162895113][bookmark: _Toc162895504]Case 3b model inference can reuse the existing NRPPa procedures, and LMF can select an appropriate positioning model without specification impact. 
[bookmark: _Toc159067405][bookmark: _Toc159070569][bookmark: _Toc159089202][bookmark: _Toc159103915][bookmark: _Toc159104570][bookmark: _Toc159104583][bookmark: _Toc159163584][bookmark: _Toc159170736][bookmark: _Toc159170862][bookmark: _Toc162895116][bookmark: _Toc162895514][bookmark: _Toc163036095][bookmark: _Toc163042524][bookmark: _Toc163044271][bookmark: _Toc163046901][bookmark: _Toc163063224][bookmark: _Toc163114900][bookmark: _Toc163114973][bookmark: _Toc166165238][bookmark: _Toc166169341]For Case 3b model inference, existing positioning procedures can be reused. After further RAN1 progress, RAN3 discuss how to specify new data format for measurements in NRPPa such as CIR/PDP/DP (if needed) to support AI/ML positioning.
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[bookmark: _Ref159058329]Figure 2‑3  UL-TDOA positioning procedure as an example to explain specification impact for Case 3b model inference


[bookmark: _Toc153312133]Conclusions
Observation 1.	For Case 3a model inference, existing positioning procedures can be reused.
Observation 2.	For Case 3b data collection for model training, new measurements such as CIR/PDP/DP may need to be specified in NRPPa same as Case 3b model inferencing, depending on RAN1 progress.
Observation 3.	For data-driven AI/ML based positioning, the training data collection procedure may need further consideration or redesign such that it can meet various data collection requirements which is different from the existing positioning procedure.
Observation 4.	By LMF indicating the required/desired SRS configuration, a more automatic and efficient closed-loop LMF-side model LCM can be formed which allows positioning applications to better harness the power of AI/ML.
Observation 5.	For Case 3b data collection for model training, due to different gNB capabilities and other factors, gNBs may provide different number of measurement types of the data that can only be aligned after further processing at NW side to form a dataset, which can cause heavy waste of the bandwidth transferring data that cannot be used, as well as extra NW-side computation resources when organizing the dataset.
Observation 6.	No specification impact is expected for Case 3b model monitoring since monitoring can be deployed within the NW and based on implementation.
Observation 7.	For Case 3b model inference, depending on RAN1 progress, RAN3 efforts may be needed regarding the signalling exchange, such as new data format of measurements (CIR/PDP/DP) in NRPPa to support measurement request and response.
Observation 8.	Case 3b model inference can reuse the existing NRPPa procedures, and LMF can select an appropriate positioning model without specification impact.


Proposal 1.	For Case 3a model training, support gNB-side model training as the primary focus of the normative work, or use gNBs for training positioning models as a starting point.
Proposal 2.	For Case 3a model monitoring at gNB side, label-related information may need to be sent from network entity to gNB. In such case, model training and monitoring can share similar procedure.
Proposal 3.	For model monitoring of Case 3a, discuss both gNB side and LMF side monitoring regarding the specification impact, with more focus on the gNB side monitoring.
Proposal 4.	For Case 3b data collection for model training, consider LMF to indicate its required/desired SRS configuration for data collection request, and the serving gNB provides the configuration result to LMF in the response message.
Proposal 5.	For Case 3b data collection for model training, an exchange procedure with a measurement request indicating the desired measurements for data collection from LMF, and a measurement response indicating the supported measurements by gNBs can be beneficial to better support data collection.
Proposal 6.	For Case 3b model inference, existing positioning procedures can be reused. After further RAN1 progress, RAN3 discuss how to specify new data format for measurements in NRPPa such as CIR/PDP/DP (if needed) to support AI/ML positioning.

[bookmark: _Toc153312134]References
[bookmark: _Ref158104822]3GPP TR38.843, Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface (Release 18), V2.0.0, 2023.
[2] RP-234039, New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface RAN#102 December 2023.
1
2
image3.png
® [label] LMF with
known PRU location

® New measuremel
CIR/PDP

® Existing measurel
e.g., RSRP/RSRPP/RS]

TRP_1 | TRP_n TRP_1 | TRP_n

PRU/UE




image4.emf
UE gNB/TRP

Serving

gNB/TRP

gNB/TRP

Neighbour

LMF

 POSITIONING INFORMATION REQUEST ( with required/desired SRS config)

gNB determines SRS 

UE SRS config

POSITIONING INFORMATION RESPONSE (with result of the required/desired SRS config)


oleObject1.bin
UE


gNB/TRP


Serving


gNB/TRP


gNB/TRP


Neighbour


LMF


 POSITIONING INFORMATION REQUEST ( with required/desired SRS config)


gNB determines SRS 


UE SRS config


POSITIONING INFORMATION RESPONSE (with result of the required/desired SRS config)



image5.emf
gNB/TRP

Serving

gNB/TRP

gNB/TRP

Neighbour

LMF

DATA COLLECTION MEASUREMENT REQUEST

(with multi_measurements)

DATA COLLECTION MEASUREMENT RESPONSE

(multi_measurements_support_status)


oleObject2.bin
gNB/TRP


Serving


gNB/TRP


gNB/TRP


Neighbour


LMF


DATA COLLECTION MEASUREMENT REQUEST
 (with multi_measurements)


DATA COLLECTION MEASUREMENT RESPONSE
 (multi_measurements_support_status)



image6.png
UE

53

1.LPP Capabi

| _2-NRPPa POSITIONING INFORMATION REQUEST

ULSRS R

3. gNB determines

esources

3a. UE SRS
‘configuration

4.NRPPa POSITIONING INFORMATION RESPONSE |

Sb. Activate UE SRS

T T T
Sa. NRPPa POSITIONING ACTIVATION REQUEST

transmission

5c. NRPPa POSITIONING ACTIVATION RESPONSE, |

[

Pa MEASUREMENT REQUEST
[«

-

7. ULSRS Measurements rj

T T
8. NRPPa MEASUREMENT RESPONSE

9. NRPPa POSITIONING DEACTIVATION





image1.png
[1#priority] Case 1
UE-based positioning with
UE-side model, direct Al/ML
positioning

Pos.

PRS

[2nd priority] Case 2a:
UE-assisted/LMF-based
positioning with UE-side model,
Al/ML assisted positioning

Intermediate

measurement
PRS

ase 3a:
NG-RAN node assisted positioning with
gNB-side model,
Al/ML assisted positioning

/'Intermediate
P measurement

SRS

[2nd priority] Case 2b:
UE-assisted/LMF-based positioning with
LMF-side model,

direct Al/ML positioning

i3
Intermediate

measurement
PRS

2= priority] Case 3b:

NG-RAN node assisted positioning with
LMF-side model,

direct Al/ML positioning

i
Intermediate

measurement
gNB

SRS




image2.png
® [label] network entity (including LMF)
® with known PRU location

TRP_1 | TRP_n TRP_1 | TRP_n

® CIR/PDP \
SRS

PRU/UE




