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1. Introduction
The SID on AI/ML for mobility in NR [1] was approved for Rel-19. There are 3 use cases as below:
	Study and evaluate potential benefits and gains of AI/ML aided mobility for network triggered L3-based handover, considering the following aspects:
· AI/ML based RRM measurement and event prediction, 
· Cell-level measurement prediction including intra and inter-frequency (UE sided and NW sided model) [RAN2]
· Inter-cell Beam-level measurement prediction for L3 Mobility (UE sided and NW sided model) [RAN2]
· HO failure/RLF prediction (UE sided model) [RAN2]
· Measurement events prediction (UE sided model) [RAN2]


One of the 3 use cases listed above is HO failure/RLF prediction evaluation using UE-side AI/ML model. In this contribution, we design an AI/ML model and perform a field test for simulating the potential performance of RLF/HO Failure prediction. In addition, we will have a discussion on the simulation assumptions and evaluation methodology for RLF/HOF prediction.
2. RLF/HOF Evaluation
2.1 Potential sub-use cases of RLF/HOF
Handover Failure (HOF) is closely linked with Radio Link Failure (RLF). In terms of RLF, the TS 38.331 [4] captures various RLF causes. The ordinary RLF causes include:
· PHY layer continuous indication on “out-of-sync” which is not been recovered by continuous “in-sync” (i.e., T310 expiry); 
· reaching RLC maximum re-transmission number; 
· random access failure; 
· failure of HO_CMD reception (i.e., T312 expiry).

As for HOF, there are 4 sub cases:
· too early HO, defined as T304 expiry after receiving the HO command;
· too late HO, defined as no reception of HO_CMD but with poor DL quality;
· HO to wrong cell, defined as HO execution complete but still with poor DL quality;
· Ping-pong switch, defined as UE assessing serving cell and target cell with rapid alternation for a period of time.

As for RLF/HOF prediction, the AI/ML model is resided (including model training, model inference, model monitoring and other LCM operations) at UE side only, hence the input for model training, inference and monitoring can be obtained from the UE side. From this perspective, the results of RRM measurements (e.g., RSRP, CQI and other indicators for PDCCH), UE trajectory, UE speed and other parameters related to UE may become the potential input of AI/ML model for training and inference.

2.2 RLF/HOF modeling
The modeling of RLF/HOF can refer to TR 36.839 [2]. In the TR, For purpose of modelling, the handover procedure is divided into 3 states:
· State 1: Before the event A3 entering condition is satisfied;
· State 2: After the event A3 entering condition is satisfied, but before the handover command is successfully received by the UE;
· State 3: After the handover command is received by the UE, but before the handover complete is successfully sent by the UE.

As for RLF, the TR defines the occurrence of RLF being categorized into two distinctive states: state 2 and state 3 of handover process. RLF occurrences in states 1 and 2 should be logged and labelled with the state identifier for studying the impact of the handover related parameter configurations on RLFs and for handover failure calculation. Optionally, the RLFs logged in state 1 maybe further differentiated as true RLF events (due to shadowing or UE out of radio coverage) or handover failure events. RLFs in state 1 under conditions that other suitable cell(s) is available (signal strength (i.e., SINR) stronger than -8dB) may be accounted as a handover failure.

For HOF, A handover failure is counted if a RLF occurs in state 2, or a PDCCH failure is detected in state 2 or state 3. For calculating the handover failures for the two states:
-	In state 2: when the UE is attached to the source cell, a handover failure is counted if one of the following criteria is met:
1)	Timer T310 has been triggered or is running when the HO_CMD is received by the UE or
2)	RLF is declared in the state 2
-	In state 3: after the UE is attached to the target cell a handover failure is counted if the following criterion is met:	target cell downlink filtered average wideband CQI is less than the threshold Qout at the end of the handover execution time in state 3.
Here are two examples of the triggering of the handover failures due to detected PDCCH failure condition and RLF condition. 
	

Figure 5.2.1.3.1: A handover failure is declared when the criterion 1) is met in state 2.



	

Figure 5.2.1.3.2: A handover failure is declared when the criterion 2) is met in state 2.



Proposal 1: RLF/HOF simulation should follow the modelling rules in TR36.839 for data collection.
2.3 Evaluation on per-area model
In order to evaluate the performance of AI/ML model for RLF/HOF prediction and study the influence factor of RLF/HOF prediction accuracy, in this contribution, we make a simulation for training and testing an AI/ML model for RLF/HOF prediction in practical environment of UE mobility. In order to approach a more realistic HO scenario, the simulation takes into account the user's daily commuting situation, that is, the UE moves along one or more predetermined routes between two fixed starting and ending points (i.e., home, office or traffic station). On the one or more pre-set UE trajectories, the relevant data will be collected to be used as the training and testing samples for the AI/ML models of RLF/HOF prediction.
2.3.1 Principle of per-area model
AI/ML model for RLF/HOF prediction is data driven, especially for the UE-side model, which is appropriate to collect data for constructing and updating AI/ML model in a specific area, especially in the area where the UE frequently travels. Compare with “small” simulation region which only contains one cell or one sector for data collection, the “specific” per-area region which may contain at least tens of cells or sectors has high possibility to trigger more times of handover operations in the case of UE mobility, in addition, it becomes easier to seize the data samples of RLF or HOF. On the other hand, compared with the conventional general AI/ML models, there are three promising advantages for per-area AI/ML model for RLF/HOF prediction:
· Fast model training process: the data for AI/ML model training is derived from the UE collecting RLF/HOF related samples instantly in the specific area, it can be reasonably inferred that the features of the data collected within the same area exhibit a high degree of regularity, and the correspondence with radio link failure and handover failure events is also relatively good. Hence, there is no need to collect large amount of data samples for model training to achieve a certain extent of RLF/HOF prediction accuracy, and it will decrease the time exhaustion of AI/ML model training and updating.
· Easy to deploy in UE: as stated above, the volume of data required for the collection in AI/ML model training and updating is relatively small. Therefore, one can choose a simpler AI/ML model structure and a smaller number of model parameters to construct the model. As a result, the size of the AI/ML model will be relatively small, which facilitates rapid deployment on the UE side. 
· Potential high performance gain: the collected data samples within one specific region are expected to be more correlated and more compressible to RLF/HOF event.

Therefore, implementing per-area AI/ML model for RLF/HOF prediction may become a potential way for simulation to evaluate the potential performance gain of AI/ML model being utilized in RLF/HOF prediction and we would give the following observations for support.

Observation 1: per-area AI/ML model for RLF/HOF prediction may become a potential way for simulation to evaluate the potential performance gain of AI/ML model because of its fast model training process, flexible deployment and potential high performance gain.

On the other hand, the data collection of the per-area model is conducted on one or more predefined routes. Due to the regularity of the UE's movement trajectory, the prediction of the UE's future movement position and trajectory will become more accurate. Incorporating the prediction of the UE's position trajectory into the structure of the AI/ML model for RLF/HOF prediction may train a mapping feature between the UE's position and RLF/HOF events, thereby improving the prediction performance of the AI/ML model.

Observation 2: FFS the impact of the UE trajectory prediction on the performance of AI/ML-based RLF/HOF prediction in the per-area model scenario.

After completing the data collection work in the specific area, an AI/ML model for RLF/HOF prediction is designed, whose structure is shown in figure 1.


Figure 1. Model structure of AI/ML model for RLF/HOF prediction

The AI/ML model contains two parts: prediction part and classification part. For the prediction part, a AI/ML-based predictor is designed to predict the location and the downlink quality in the future time instances using the historic values. For the classification part, the output is designed as the binary label which indicates whether the RLF/HOF event occurs in the designated time interval.

2.3.2 Initial results for field test
In this contribution, after AI/ML model training completing, we perform a field test in the specific area to simulate the performance gain of AI/ML model for predicting RLF/HOF events, and some initial simulation results will be shown for further study the potential impact factors for AI/ML based RLF/HOF prediction.

Field test region and UE trajectory path for data collection
In this field test, two potential UE trajectories are selected to simulate the potential user commuting paths between the office and the traffic station, which is shown in figure 2. 

[image: ]
Figure 2. The two designated routes for data collection in the specific area

The relationship between location and RLF/HOF event
In the process of data analysis deriving from the data collection, we found that the data samples where RLF/HOF events occurred exhibited strong spatial clustering, i.e., most of the RLF/HOF event samples were concentrated within areas A1, A2, and A3 (which is shown in Figure 3). In such a case, a strong mapping relationship is established between the position of the UE's movement trajectory and RLF/HOF events. If the prediction of the UE's movement trajectory is accurate, incorporating the UE trajectory into the input features of the AI/ML model will effectively enhance the accuracy of RLF/HOF prediction. 

[image: ]
Figure 3. Heatmap of the RLF/HOF samples in the desginated UE trajectories of specific area

Observation 3: Location and RLF/HOF events have close connections, and it can be expeculated that it will achieve higher performance gain for predicting RLF/HOF when absorbing UE trajectory prediction as one of the input features for constructing and training AI/ML model.

Proposal 2: UE trajectory should be considered as one of the simulation assumptions for constructing and training AI/ML modesl for RLF/HOF prediction.
The initial results of field test
The initial results of field test is shown in Table 1, whose metrics/KPIs include precision, recall and F1-score.

Table 1 The initial results of field test for AI/ML-based HOF prediction
	UE route
	Precision
	Recall
	F1-score

	Path-A
	66.64%
	88.71%
	0.7611

	Path-B
	62.98%
	85.42%
	0.7250



Proposal 3: Precision, recall and F1 score may be considered as the intermediate KPIs to evaluate the performance of AI/ML-based RLF/HOF prediction.



3. Conclusion
Observations:
Observation 1: per-area AI/ML model for RLF/HOF prediction may become a potential way for simulation to evaluate the potential performance gain of AI/ML model because of its fast model training process, flexible deployment and potential high performance gain.
Observation 2: FFS the impact of the UE trajectory prediction on the performance of AI/ML-based RLF/HOF prediction in the per-area model scenario.
Observation 3: Location and RLF/HOF events have close connections, and it can be expeculated that it will achieve higher performance gain for predicting RLF/HOF when absorbing UE trajectory prediction as one of the input features for constructing and training AI/ML model.

Proposals:
Proposal 1: RLF/HOF simulation should follow the modelling rules in TR36.839 for data collection.
Proposal 2: UE trajectory should be considered as one of the simulation assumptions for constructing and training AI/ML modesl for RLF/HOF prediction.
Proposal 3: Precision, recall and F1 score may be considered as the intermediate KPIs to evaluate the performance of AI/ML-based RLF/HOF prediction.
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