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1 Introduction
In this paper, we discuss issues related to data collection to train UE-sided model.
2 Discussion
	TR 38.843
7.2.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1.	UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a)	OTT (TRansparent)
1b)	OTT (non-TRansparent)
2.	UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3.	UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.

[bookmark: _Toc135002591][bookmark: _Toc149657192]7.2.3	Beam management
For beam management, the selection, (de)activation, switching, and fallback of models or functionalities can also be initiated by either the UE or the gNB. For which it is important to distinguish the various cases and understand their applicability to UE-side versus network-side models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities differ. For instance, for:
-	Model Training:
o	For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server.
§	Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
§	Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.

[bookmark: _Toc135002592][bookmark: _Toc149657193]7.2.4	Positioning accuracy enhancements
For the positioning use cases, the selection, (de)activation, switching, and fallback of models or functionalities can be initiated by either the UE, the gNB, or the LMF. For which it is important to distinguish the various cases and understand their applicability to UE-side versus network-side models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities differ. For instance, for:
-	Model Training:
o	For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server. 
§	Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group.
§	Note: RAN2 identified the case in which LMF may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.




In the previous RAN2 discussion, it has been widely discussed how UE will transmit the collected training data to NW (OTT, OAM, CN) assuming the UE-sided model training takes place in NW. This is however very controversial since companies have different positions. In addition, the relevant aspect is out of SA2’s scope in their Rel19 SI SP-231800, and SA2 will simply follow RAN conclusion. 
[bookmark: _Toc163159841][bookmark: _Toc166143264]Data collection for UE-sided model training with CN involvement is out of SA2’s scope Rel19 SI.
Another scenario discussed in TR 7.2.4, but not included in 7.2.1.3.2, involves the UE conducting model training internally. In this scenario, UE does not need to transfer the collected data to the network entities (OTT, OAM, CN). Such scenario seems less controversial and may be considered as a starting point for the sake of RAN2 discussion. So, it would be beneficial if RAN2 can confirm the support of this scenario. 
[bookmark: _Toc163159839][bookmark: _Toc166143266]RAN2 clarifies whether to support the scenario that the UE-sided model training takes place only within UE and UE will hence not transfer the collected training data to NW. 

Besides, no matter whether/how UE will report the collected training data to OTT server/OAM/CN, one general aspect RAN2 could discuss is whether/how to support UE requesting specific training data from NW (later it may transfer the collected training data to other entities depending on the other discussion). 
For example, in AIML based BM use case, for training data collection for a UE-sided model, UE may request the NW to configure UE to measure a particular combination of set A beams and set B beams.
In another example, UE may request NW to provide certain NW-side additional condition which will be used as input for the UE-sided model training.
	RP-240774 WID:
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2




In addition, in the RAN1 last meeting discussion, RAN1 made working assumption that for both (Case 1) UE-based positioning with UE-side model, direct AI/ML positioning and (Case 2a) UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning, the label and time stamp to train a UE-sided AIML model may come from LMF. This implies that the UE may obtain training data from LMF.
	Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.




[bookmark: _Toc166143265]Some data from NW can be useful for UE-side AIML model training, such as association of Set A and Set B beams, NW-side additional condition, label/time stamp from LMF. 

[bookmark: _Toc166143267]For training data collection of UE-sided AMIL model, RAN2 assumes UE may request certain training data explicitly/implicitly from NW. The collected training data may be later sent to OTT/OAM/CN entity depending on the data transfer discussion.

3	Conclusion

Based on the discussion above, we observe:
Observation 1	Data collection for UE-sided model training with CN involvement is out of SA2’s scope Rel19 SI.
Observation 2	Some data from NW can be useful for UE-side AIML model training, such as association of Set A and Set B beams, NW-side additional condition, label/time stamp from LMF.


Based on the discussion above, we propose:

Proposal 1	RAN2 clarifies whether to support the scenario that the UE-sided model training takes place only within UE and UE will hence not transfer the collected training data to NW.
Proposal 2	For training data collection of UE-sided AMIL model, RAN2 assumes UE may request certain training data explicitly/implicitly from NW. The collected training data may be later sent to OTT/OAM/CN entity depending on the data transfer discussion.
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