[bookmark: historyclause]3GPP TSG-RAN WG2 Meeting #126														     R2-2404629
Fukuoka, Japan,  May 20th – 24th, 2024
Agenda item:	8.3.5
Source:	Apple
Title:	On evaluation methodology
Document for:	Discussion and Decision

1	Introduction 
In this contribution we provide our views on the evaluation methodology.
2   	Discussion
2.1	Training data sets
RAN2#125bis agreed to use both synthesized/simulated data sets and field data as per: 
“AI mobility SI uses synthesized datasets based on 3GPP agreed channel model and deployment for evaluation. Field data is optional.”
First off, we would like to clarify what “optional” means in “field data is optional”. Naturally, pretty much everything is optional as far as submitting evaluation results by different companies goes – in all the studies involving simulation 3GPP have done so far, some companies have chosen to provide results for some cases, some companies have provided results for all the cases and yet some companies have done neither. So essentially the point of what’s optional in the evaluation is moot and the important part is to figure out how we use the evaluations results submitted. 
Observation 1: everything is optional as far as submitting evaluation results by different companies is concerned, the important part is to figure out how we use the evaluations results submitted which include both results based on synthesized and field data sets. 
So we are going to proceed with the assumption that the evaluation results will contain both results based on a synthesized data and field data. On the high level, the following would be the two main differences when comparing such results:
· Results based on field data provide better indication about AI/ML model performance in the field (see extensive argumentation we provided in [3] submitted to RAN2#125bis), but
· We can’t expect field data to cover all the cases we are considering; for example, it may be hard to gather enough data about FR2 deployments since there aren’t so many.
Observation 2: results based on field data provide better indication of a model performance in the field, but sre unlikely to cover all the cases of the study. 
An obvious conclusion that both (synthesized and field data) are needed for a successful study. In RAN2#125bis a question was raised about how we are going to evaluate the results produced from two such different datasets. It’s a valid question but the answer turns out not to be so complicated, as we explain below. In the analysis below, we are going to assume that at least for a subset of cases/scenarios, results based on both synthesized and field data are available. 
Observation 3: we are going to assume that at least for a subset of cases/scenarios, results based on both synthesized and field data are available.
First off, we would like to point out that the usage of field data presents a unique opportunity to test model generalization. What we mean here is that a model trained on synthesized data set can be tested on a field data set. As a matter of fact, this is the gold standard for testing model performance. Incidentally, the fact that field data set may not be available for all the cases/scenarios is not a big problem, as (provided the field data set covers a sufficiently large portion of the scenarios under study) testing a model on a subset of cases/scenarios provides a good assessment of model’s generalization to field data capabilities and overall performance. Therefore, our proposal is to use field data (when available) to test a model, in particular to test its generalization to field data performance. 
Proposal 1: is to use field data (when available) to test a model accuracy and generalization, where the model is trained on synthesized data and tested on field data.
Another way to use field data, which is perhaps obvious, is to simply document both the performance based on synthesized data and field data. In other words, if a company A (this is not an abbreviation of a company name) wishes to, it can provide both realized based on synthesized and field data and they will be documented in the report separately (i.e. in separated columns if we are to adopt RAN1 format they used in TR 38.843). Here we note that even for a single case in the RAN1 study, many companies reported multiple sets of results (e.g. for different configuration parameters, such as periodicity of measurements, time instances of prediction and many others). If we are to follow this approach, then results based on field data become just yet another input to the evaluation report. All that is needed is just an indication in the report which results are produced based on synthesized data and which results are produced based on field data.
Proposal 2: to document the results based on field data alongside the results based on synthesized data and treat them in a similar way as we will treat results of different configurations for the same case (or, if you will, as if the two sets of results are provided by two companies.
2.1	KPIs
2.1	Re-use of RAN1 agreed common KPIs
A good starting point to discuss the KPIs for evaluation is the TR 38.843 [1] where RAN1 have defined the following common KPIs:
Common KPIs (if applicable): 
-	Performance
-	Intermediate KPIs
-	Link and system level performance 
-	Generalization performance
-	Over-the-air Overhead
-	Overhead of assistance information
-	Overhead of data collection
-	Overhead of model delivery/transfer
-	Overhead of other AI/ML-related signalling
-	Inference complexity, including complexity for pre- and post-processing
-	Computational complexity of model inference: TOPs, FLOPs, MACs
-	there may be a disconnect between the actual complexity and the complexity evaluated as captured in clause 6 using these KPIs due to the platform-dependency and implementation (hardware and software) optimization solutions
-	Computational complexity for pre- and post-processing
-	Model complexity: e.g., the number of parameters and/or size (e.g., Mbyte)
-	Complexity shall be reported in terms of "number of real-value model parameters" and "number of real-value operations" regardless of underlying model arithmetic
-	Training complexity
-	LCM related complexity and storage overhead
-	Storage/computation for training data collection
-	Storage/computation for training and model update
-	Storage/computation for model monitoring
-	Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation
For evaluation of performance monitoring approaches, the following model monitoring KPIs are considered as general guidance:
-	Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
-	Overhead (e.g., signalling overhead associated with model monitoring)
-	Complexity (e.g., computation and memory cost for model monitoring)
-	Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
Note: Other KPIs are not precluded. Relevant KPIs may vary across different model monitoring approaches.
AI/ML model complexity and over the air overhead KPIs are obviously as important for the current RAN2 study as they were in RAN1 and therefore should be also adopted in RAN2. Performance KPI, though, is not necessarily applicable as the main overarching goal of the current study is not to improve performance but to reduce UE power consumption and potentially air interface overhead. Ideally, the performance (such as throughput, HO failure rate, etc) shouldn’t suffer but there is no goal to improve these and therefore they cannot be considered a KPI for optimization. 
Observation 4: performance KPI is not directly applicable to the current RAN2 study.
The other two common KPI categories (among the ones used in RAN1) which we need to discuss are: performance monitoring and LCM-related KPIs. For these KPIs the SID [2] is rather clear they should be postponed as per:
· 	Potential AI mobility specific enhancement should be based on the Rel19 AI/ML-air interface WID general framework (e.g. LCM, performance monitoring etc) [RAN2]  
· NOTE: This would only be treated after sufficient progress is made in the Rel-19 AI/ML air interface WID 
Proposal 3: common KPIs agreed by RAN1 in TR 38.843 clause 6.1 (complexity, and over the air overhead) are re-used for the current study; performance KPIs are not directly applicable to the current study; performance monitoring and LCM-related KPIs may be discussed later after sufficient progress in RAN1 WI.
2.2	New/RAN2-specific common KPIs
The SID [2] mentions the following additional KPIs which can be considered: 
The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs
Since in this agenda item we are only discussing the common KPIs, in the discussion below we will exclude the KPIs which are specific to one objective (e.g. measurement prediction or RLF) but not the other. 
In our view, the main overarching objective of the current RAN2 study is measurement reduction. This is because AI/ML prediction cannot outperform the actual measurements (i.e. the model can at best perform as good as the “ground truth”) and therefore the main, if not the only, benefit of using such models is to reduce the measurement overhead. 
Observation 5: main overarching objective of the current RAN2 study is measurement reduction.
The other obvious common KPI is of course the prediction accuracy, which perhaps doesn’t require further elaboration.
Note: the other KPI examples mentioned in the SID (i.e. Ping-pong HO, HOF/RLF, Time of stay, Handover interruption) are not common to all the objectives in the study and therefore are not discussed in the contribution under the assumptions these will be treated in their respective agenda items. 
Another important KPI is the prediction window. For example, the prediction window would directly impact the usefulness of RLF prediction and would also indirectly impact the measurement reduction efficiency. Therefore, we propose to use it as a KPI. RAN1 treated the prediction window slightly differently, for example for CSI prediction some values have been agreed upfront but it was also possible to report other prediction window configurations, so essentially it was a KPI without being named as such. 
Observation 6: in RAN1 study assumptions on prediction window were made; similar assumptions of prediction window for mobility in RAN2 would be rather arbitrary. 
For RLF prediction and measurement prediction we don’t see a way to agree on a prediction window assumption value without doing the study. Any such agreement would be arbitrary and would limit the value of the study. Furthermore, it is important to find the longest prediction window which can still provide reasonable accuracy. Therefore, prediction window should be used as a common KPI. 
Proposal 4: the following new common KPIs should be adopted for the study: measurement reduction, prediction accuracy, prediction window. 
3	Conclusions and Proposals
Observation 1: everything is optional as far as submitting evaluation results by different companies is concerned, the important part is to figure out how we use the evaluations results submitted which include both results based on synthesized and field data sets. 
Observation 2: results based on field data provide better indication of a model performance in the field, but are unlikely to cover all the cases of the study. 
Observation 3: we are going to assume that at least for a subset of cases/scenarios, results based on both synthesized and field data are available.
Observation 4: performance KPI is not directly applicable to the current RAN2 study.
Observation 5: main overarching objective of the current RAN2 study is measurement reduction.
Observation 6: in RAN1 study assumptions on prediction window were made; similar assumptions of prediction window for mobility in RAN2 would be rather arbitrary. 


Proposal 1: is to use real data (when available) to test a model accuracy and generalization, where the model is trained on synthesized data and tested on field data.
Proposal 2: to document the results based on field data alongside the results based on synthesized data and treat them in a similar way as we will treat results of different configurations for the same case (or, if you will, as if the two sets of results are provided by two companies.
Proposal 3: common KPIs agreed by RAN1 in TR 38.843 clause 6.1 (complexity, and over the air overhead) are re-used for the current study; performance KPIs are not directly applicable to the current study; performance monitoring and LCM-related KPIs may be discussed later after sufficient progress in RAN1 WI.
Proposal 4: the following new common KPIs should be adopted for the study: measurement reduction, prediction accuracy, prediction window. 
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