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1. Introduction
The WID[1] of Rel-19 AI FS_NR_AIML_Air related to AI/ML positioning is highlighted as follows:
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 


This contribution provides our view on LCM for AI/ML positioning use case, focusing on use case 1/2a/2b (high priority from RAN2 perspective) and use case 3a/3b(low priority from RAN2 perspective).  
2. Discussion
The 5 AI/ML positioning use cases described in the WID is briefly depicted as follows: 
[image: usecase 1]
Figure 1. Use case 1, model inference is at UE side
[image: usecase 2a]
Figure 2. Use case 2a, model inference is at UE side
[image: usecase 2b]
Figure 3. Use case 2b, model inference is at LMF side
[image: usecase 3a]
Figure 4. Use case 3a, model inference is at gNB side
[image: usecase 3b]
Figure 5. Use case 3b, model inference is at LMF side
It can be seen that among the 5 use cases, only use case 1, use case 2a and use case 2b are involved with LMF-UE signalings.
Observation 1: use case 1, use case 2a and use case 2b have clear RAN2 LPP specification impacts.
Although use case 2b is not UE-side model, use case 2b requires UE to report PRS channel measurement (which is a different kind of report compared with use case 1 and 2a), so it is worth to discuss how use case 2b works by the UE, similar like use case 1 and 2a.
Proposal 1: Support RAN2 to discuss the LCM of use case 1, 2a and 2b together, even if use case 2b is not UE-side model.
LCM of UE involved use case (use case 1, 2a and 2b)
Based on the discussion so far, a comprehensive understanding of functionality and AI model is, the functionality can be recognized per use case, different functionality can be distinguished by different UE capability and different UE applicable functionality. Under each functionality (i.e., use case), there can be multiple AI models, different models can be distinguished by different NW/UE additional conditions.
We would like to note that the additional condition and AI model should not have strict one-to-one mapping, and it is hard to set up explicit relationship between additional conditions and AI models, for example, an AI model can have good generalization and it can work well under several different additional conditions. 
[image: functionality model]
Figure 6. An example relationship between functionality and AI model
Proposal 2: RAN2 do not specify the mapping between UE/NW additional conditions and AI models.
For AI/ML positioning, the functionality can be recognized as use case 1, use case 2a and use case 2b, and the UE applicable functionality and/or the UE additional conditions can include at least the following:
· UE area information;
· UE velocity;
· UE left power;
· UE left memory;
· ...
For AI/ML positioning, the network additional conditions can include at least the following:
· TRP location;
· TRP synchronization error;
· TRP number;
· PRS configuration;
· ...
It can be seen that for AI/ML positioning, the aforementioned NW additional conditions can already be indicated to the UE in current LPP spec.
Observation 2: For AI/ML positioning, the NW additional conditions (e.g., TRP location, TRP synchronization error, TRP number, PRS configuration) can already be indicated to the UE in current LPP spec.
Proposal 3: For AI/ML positioning, the functionality can be recognized as use case 1, use case 2a and use case 2b.
RAN2#125-bis[2] has made the following agreement for UE side model:
	For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
“UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19.


Based on the above understanding of functionality and AI model, there can have following approaches to control the LCM:
· Approach 1: LMF activates/deactivates the functionality, and LMF activates/deactivates the AI model of the functionality.
· Approach 1 means whether UE activates/deactivates use case 1, use case 2a or use case 2b is determined and indicated by LMF. For use case 1 and use case 2a where the AI model is at UE side, LMF should further determine which AI model under the indicated use case should be activated/deactivated. That is to say, LMF needs to get UE’s applicable functionality to know which functionalities is available/unavailable to UE, and LMF should also know the relationship between UE side additional condition and AI model, so that LMF knows which AI model is available/unavailable to UE.
· Approach 2: LMF activates/deactivates the functionality, and LMF allows UE to activate/deactivate the AI model of the functionality
· Approach 2 means whether UE activates/deactivates use case 1, use case 2a or use case 2b is determined and indicated by LMF. For use case 1 and use case 2a where the AI model is at UE side, LMF can allow UE to activate/deactivate the AI model of the indicated use case according to UE’s own additional condition and already provided NW side additional conditions. That is to say, LMF needs to get UE’s applicable functionality to know which functionalities is available/unavailable to UE.
· Approach 3: LMF allows UE to activate/deactivate the functionality, and LMF allows UE to activate/deactivate the AI model of the functionality, and UE reports the activated/deactivated functionality to LMF
· Approach 3 means LMF can allow UE to activate/deactivate use case1 use case 2a or use case 2b according to UE’s applicable functionalities. That is to say, LMF can allow UE to report AI UE location (using use case 1), to report AI intermediate feature (using use case 2a) or to report PRS channel measurement (using use case 2b). Then UE should let LMF know which functionalities is activated/deactivated. Further, LMF can allow UE to activate/deactivate the AI model of the indicated use case according to UE’s own additional condition and already provided NW side additional conditions.
· Letting LMF know UE’s decision of functionality may not need new explicit signaling since in AI/ML positioning, different functionalities has different kinds of reporting content. LMF can differentiate different kinds of functionality according to different kinds of reporting content that UE reports.
As we analysed above, NW side additional condition is already provided to UE. It is not necessary and not efficient to let UE report UE additional condition to LMF, then LMF decides the AI model and feedback to UE, i.e., approach 1 is not preferred in AI/ML positioning. Also as mentioned above, the relationship between additional condition and AI model is hard to specify, so LMF is hard to know such information. Since UE knows the UE side additional condition and NW side additional condition, it is more efficient to let UE decide the AI model under each functionality, i.e., go with approach 2 or approach 3.
Observation 3: Since NW side additional condition is already provided to UE, it is not necessary and not efficient to let UE report UE additional condition to LMF, then LMF decides the AI model and feedback to UE.
Proposal 4: For AI/ML positioning use case 1, 2a and 2b, RAN2 to consider the following approaches for functionality-LCM:
· LMF activates/deactivates the functionality
· LMF allows UE to activate/deactivate the functionality 
Proposal 5: For AI/ML positioning use case 1 and 2a, RAN2 to consider that LMF allows UE to activate/deactivate the AI model of the functionality for model-LCM.
Functionality management as positioning method
In legacy LPP specification, LMF can schedule different positioning methods to UE, wherein each positioning method has different kinds of reporting content. Different positioning method can be scheduled in parallel or in series, but they are scheduled independently from each other. Also each legacy positioning method has the type of UE-assisted positioning or UE-based positioning, where UE-assisted positioning means UE can report measurement and LMF is to calculate the UE location, UE-based positioning means UE can make the measurement and calculate the location by the UE itself. The table from TS38.305-i10[3] describes the mapping of the type and the positioning method:
	Table 4.3.1-1: Supported versions of UE positioning methods
	Method
	UE-based
	UE-assisted, LMF-based
	NG-RAN node assisted
	SUPL Note 8

	A-GNSS
	Yes
	Yes
	No
	Yes

	OTDOA Note1, Note 2
	No
	Yes
	No
	Yes

	E-CID Note 4, Note 7 
	No
	Yes
	Yes
	Yes for E-UTRA

	Sensor
	Yes
	Yes
	No
	No

	WLAN
	Yes
	Yes
	No
	Yes 

	BluetoothNote 9
	Yes
	Yes
	No
	No

	TBS Note 5
	Yes
	Yes
	No
	Yes (MBS)

	DL-TDOA
	Yes
	Yes
	No
	Yes

	DL-AoD
	Yes
	Yes
	No
	Yes

	Multi-RTT
	No
	Yes
	Yes
	Yes

	NR E-CID 
	No
	Yes
	Yes
	Yes (DL NR E-CID)

	UL-TDOA
	No
	No
	Yes
	Yes

	UL-AoA
	No
	No
	Yes
	Yes

	NOTE 1:	This includes TBS positioning based on PRS signals.
NOTE 2:	In this version of the specification only OTDOA based on LTE signals is supported.
NOTE 3:	Void
NOTE 4:	This includes Cell-ID for NR method when UE is served by gNB.
NOTE 5:	In this version of the specification only for TBS positioning based on MBS signals.
NOTE 6:	Void
NOTE 7:	Enhanced Cell ID based on LTE signals.
NOTE 8:	This shows whether the positioning method is supported by SUPL ULP [16].
NOTE 9:	UE-based positioning mode is supported only for Bluetooth AoD positioning method.





In AI/ML positioning, it is similar that different functionality (i.e., different use case) has different kinds of reporting content, i.e., the reporting content of use case 1 is AI UE location, the reporting content of use case 2a is AI intermediate feature, the reporting content of use case 2b is PRS channel measurement. So from signaling structure perspective, AI/ML positioning functionality can be managed as positioning method, i.e., activating a positioning method means activating the corresponding AI/ML positioning functionalities.
Proposal 6: From RAN2 signaling structure perspective, AI/ML positioning functionality (use case) can be managed as positioning method, i.e., activating a positioning method means activating the corresponding AI/ML positioning functionalities (use cases).
There can be following options to map the functionality to the positioning method:
· Option 1: Introduce a new AI/ML positioning method for use case 1, 2a and 2b;
· This is most straightforward way of mapping. To be specific, UE-based positioning can be UE reporting AI UE location (use case1), UE-assisted positioning can be UE reporting AI intermediate feature (use case 2a) or PRS channel measurement (use case 2b), depending on LMF’s scheduling or UE’s decision.
· Option 2: Introduce a new AI/ML positioning method for use case 1 and 2a;
· This is to differ UE-side model and LMF-side model. use case 1 and 2a are UE-side model, so it is reasonable to introduce a new positioning method dedicated for the UE who has the AI model capability. To be specific, UE-based positioning can be UE reporting AI UE location (use case 1), UE-assisted positioning can be UE reporting AI intermediate feature (use case 2a). 
· Option 3: Introduce a new AI/ML positioning method for use case 1 and 2b;
· To be specific, UE-based positioning can be UE reporting AI UE location (use case 1), UE-assisted positioning can be UE reporting PRS channel measurement (use case 2b), depending on LMF’s scheduling or UE’s decision. That means UE can use model or not use model in this new positioning method. 
· Under this approach, AI intermediate feature can be reported together with other existing positioning methods (like DL-TDOA, DL-AoD or multi-RTT) since if a UE supports AI intermediate feature such as AI RSTD, the UE may also support the corresponding legacy measurement such as RSTD since the calculation is the same. So it will be no problem for UE to report legacy measurement and corresponding AI intermediate feature together.
· Option 4: Introduce a new AI/ML positioning method for use case 2b;
· This is to differ UE-side model and LMF-side model. use case 2b is LMF-side model and requires UE to report PRS channel measurement. The reason why use case 2b deserves a new positioning method rather than letting UE report PRS channel measurement together with the measurement report of existing positioning methods(like DL-TDOA, DL-AoD or multi-RTT) is because the Rel-19 UE may only have the UE capability of measuring/reporting PRS channel measurement. Such UE does not have the capability to make and report legacy measurement such as RSTD or Rx Tx time difference measurement which is a mandatory reporting in existing positioning methods.
Based on above analysis, the above four options are more reasonable than other kinds of mappings, so RAN2 can take these options as baseline for now, and make down-scope if needed in the future discussion.
Proposal 7: RAN2 to consider the following options to map the AI/ML positioning functionality to the positioning method:
· Option 1: Introduce a new AI/ML positioning method in LPP for use case 1, 2a and 2b;
· Option 2: Introduce a new AI/ML positioning method in LPP for use case 1 and 2a;
· Option 3: Introduce a new AI/ML positioning method in LPP for use case 1 and 2b;
· Option 4: Introduce a new AI/ML positioning method in LPP for use case 2b.
LCM of gNB involved use case (use case 3a and 3b)
Similar like section 2.1, the gNB side functionality can also be recognized as use case 3a where gNB reports AI intermediate feature to LMF, and as use case 3b where gNB reports SRS channel measurement to LMF. 
For use case 3a, gNB’s model input is SRS’s channel measurement derived from the SRS that UE sends, the ground truth label is the AI intermediate features. Therefore UE additional condition such as UE location, UE velocity, etc., can also have impact on gNB’s model performance. That is to say, different gNB-side AI models can correspond to different UE or gNB additional conditions; 
For use case 3b, LMF’s model input is SRS’s channel measurement derived from the SRS that UE sends, the ground truth label is the UE’s location. Therefore UE additional condition such as UE location, UE velocity, etc., can also have impact on LMF’s model performance. That is to say, different LMF-side AI models can correspond to different UE or gNB additional conditions.
Observation 4: For use case 3a, different gNB-side AI models can correspond to different UE or gNB additional conditions; for use case 3b, different LMF-side AI models can correspond to different UE or gNB additional conditions.
Based on the above understanding of functionality and AI model, there can have following approaches to control the LCM:
· Approach 1: LMF activates/deactivates the gNB functionality, and LMF activates/deactivates the AI model of the functionality.
· Approach 1 means whether gNB activates/deactivates use case 3a or 3b is determined and indicated by LMF. For use case 3a where the AI model is at gNB side, LMF should further determine and indicate to gNB that which AI model should be activated/deactivated. That is to say, LMF needs to get gNB’s applicable functionality to know which functionality is currently available/unavailable to gNB, and LMF should also know the relationship between gNB/UE side additional condition and the AI model, so that LMF knows which AI model is currently available/unavailable to gNB.
· Approach 2: LMF activates/deactivates the gNB functionality, and LMF can allow gNB to activate/deactivate the AI model of the functionality
· Approach 2 means whether gNB activates/deactivates use case 3a or 3b is determined and indicated by LMF. For use case 3a where the AI model is at gNB side, LMF can allow gNB to activate/deactivate the AI model according to gNB/UE’s additional condition. That is to say, gNB needs to get UE’s additional condition to know which AI model should be activated/deactivated.
· Approach 3: LMF can allow gNB to activate/deactivate the functionality, and LMF can allow gNB to activate/deactivate the AI model of the functionality, and gNB reports the activated/deactivated functionality to LMF
· Approach 3 means LMF can allow gNB to activate/deactivate use case3a or use case 3b according to gNB’s own applicable functionalities. That is to say, LMF can allow gNB to report AI intermediate feature (using use case 3a) or to report SRS channel measurement (using use case 3b). Then gNB should let LMF know which functionalities is activated/deactivated. Further, LMF can allow gNB to activate/deactivate the AI model according to gNB/UE’s additional condition.
· Letting LMF know gNB’s decision of functionality may not need new explicit signaling since in AI/ML positioning, different functionalities has different kinds of reporting content. LMF can differentiate different kinds of functionality according to different kinds of reporting content that gNB reports.
As mentioned above, the relationship between additional condition and AI model is hard to specify, so LMF is hard to know such information. 
It can be seen that approach 2 and 3 both require gNB to know the UE’s additional condition to make AI model decision. If the UE is PRU then we think the problem can be easily solved, i.e., gNB can get the PRU’s current additional condition and get the SRS sent by the PRU, gNB can activate/deactivate the AI model according to PRU/gNB additional conditions.
Since gNB can know the PRU side additional condition and gNB side additional condition, it is more efficient to let gNB decide the AI model under each functionality, i.e., go with approach 2 or approach 3.
Proposal 8: For AI/ML positioning use case 3a and 3b, RAN2 assumes the following approaches can be used for functionality-LCM:
· LMF activates/deactivates the functionality
· gNB activates/deactivates the functionality
Proposal 9: For AI/ML positioning use case 3a, RAN2 assumes that LMF can allow gNB to activate/deactivate the AI model of the functionality for model-LCM.
Proposal 10: For use case 3a, RAN2 assumes that gNB should to know the PRU side additional condition to determine a AI model. FFS on how gNB get such information.
This section should be low priority in RAN2 discussion as the main signaling is between gNB and LMF, which is RAN3’s scope. However RAN3 will start their discussion in August meeting with only 0.5 TU, it will be more efficient if RAN2 can make some recommendation or assumptions on use case 3a and 3b from RAN2 perspective, and send LS to them. Also, it is not hard to make such recommendation or assumptions, since the principle of LMF-UE and LMF-gNB use cases are very similar, we can make the  recommendation or assumptions of LMF-gNB use cases according to RAN2’s agreement on LMF-UE use cases.
Proposal 11: Send LS to RAN3 about RAN2’s agreement on use case 3a and use case 3b.
3. Conclusion
In this contribution, we propose the following observation and proposals:
LCM of UE involved use case (use case 1, 2a and 2b)
Observation 1: Use case 1, use case 2a and use case 2b have clear RAN2 LPP specification impacts.
Observation 2: For AI/ML positioning, the NW additional conditions (e.g., TRP location, TRP synchronization error, TRP number, PRS configuration) can already be indicated to the UE in current LPP spec.
Observation 3: Since NW side additional condition is already provided to UE, it is not necessary and not efficient to let UE report UE additional condition to LMF, then LMF decides the AI model and feedback to UE.

Proposal 1: Support RAN2 to discuss LCM of use case 1, 2a and 2b together, even if use case 2b is not UE-side model.
Proposal 2: RAN2 do not specify the mapping between UE/NW additional conditions and AI models.
Proposal 3: For AI/ML positioning, the functionality can be recognized as use case 1, use case 2a and use case 2b.
Proposal 4: For AI/ML positioning use case 1, 2a and 2b, RAN2 to consider the following approaches for functionality-LCM:
· LMF activates/deactivates the functionality
· LMF allows UE to activate/deactivate the functionality 
Proposal 5: For AI/ML positioning use case 1 and 2a, RAN2 to consider that LMF allows UE to activate/deactivate the AI model of the functionality for model-LCM.

Functionality management as positioning method
Proposal 6: From RAN2 signaling structure perspective, AI/ML positioning functionality (use case) can be managed as positioning method, i.e., activating a positioning method means activating the corresponding AI/ML positioning functionalities (use cases).
Proposal 7: RAN2 to consider the following options to map the AI/ML positioning functionality to the positioning method:
· Option 1: Introduce a new AI/ML positioning method in LPP for use case 1, 2a and 2b;
· Option 2: Introduce a new AI/ML positioning method in LPP for use case 1 and 2a;
· Option 3: Introduce a new AI/ML positioning method in LPP for use case 1 and 2b;
· Option 4: Introduce a new AI/ML positioning method in LPP for use case 2b.

LCM of gNB involved use case (use case 3a and 3b)
Observation 4: For use case 3a, different gNB-side AI models can correspond to different UE or gNB additional conditions; for use case 3b, different LMF-side AI models can correspond to different UE or gNB additional conditions.
Proposal 8: For AI/ML positioning use case 3a and 3b, RAN2 assumes the following approaches can be used for functionality-LCM:
· LMF activates/deactivates the functionality
· gNB activates/deactivates the functionality
Proposal 9: For AI/ML positioning use case 3a, RAN2 assumes that LMF can allow gNB to activate/deactivate the AI model of the functionality for model-LCM.
[bookmark: _GoBack]Proposal 10: For use case 3a, RAN2 assumes that gNB should to know the PRU side additional condition to determine a AI model. FFS on how gNB get such information.
Proposal 11: Send LS to RAN3 about RAN2’s agreement on use case 3a and use case 3b.
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