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[bookmark: _Ref488331639][bookmark: OLE_LINK103]Introduction
[bookmark: OLE_LINK108]For AI/ML RRM prediction, in the #125bis meeting, RAN2 made the following agreement：
 [bookmark: OLE_LINK159][bookmark: OLE_LINK160][bookmark: _Hlk165815780][bookmark: OLE_LINK161][bookmark: OLE_LINK162][bookmark: _Hlk165816100][bookmark: OLE_LINK164][bookmark: OLE_LINK165][bookmark: _Hlk165825616]Agreements
1. For cell level measurement prediction model, at least consider the following cases:
Case 1: To predict beam level results, then generate cell level results based on the predicted beam results; 
Case 2: To directly predict cell level results based on cell level results.
Case 3: To directly predict cell level results based on beam level results 
1. We will consider intra-frequency intra and inter-cell spatial domain measurement predictions, for beam and cell level measurements.  
1. For temporal domain measurement prediction, we will consider the AI-PHY beam management Case A and Case B from the RAN1 AI/ML PHY TR and it applies to both beam level and cell level. As baseline we will focus on pure temporal prediction.  
1. The following items can be considered as a baseline for the prediction accuracy of the cell-level measurement prediction：
Spatial-domain prediction： RSRP difference to the actual measurement
Temporal prediction: RSRP difference to the actual measurement
[bookmark: _Hlk164867178]measurement reduction rate as one KPI
1. As a first step we will focus on measurement prediction accuracy.  FFS whether and what system level performance evaluation is needed

In this paper, we focus on the discussion of sub use case, clarification of terminology, and discussion of the performance metric including both intermediate and system KPIs. 
[bookmark: OLE_LINK102][bookmark: OLE_LINK133]Discussion
[bookmark: OLE_LINK132][bookmark: OLE_LINK129][bookmark: OLE_LINK2]Cluster Approaches
[bookmark: OLE_LINK170][bookmark: OLE_LINK106][bookmark: OLE_LINK154][bookmark: OLE_LINK152][bookmark: OLE_LINK673][bookmark: OLE_LINK153]Cluster approaches have been discussed in the e-mail discussion, however, the definition and intention for the cluster approaches still need to be further clarified. From our point of view, cluster approaches for AI RRM prediction refer to the approaches that “use measurement results of multiple cells to predict the measurement of one or more cells”. Consider the observation set encompassing multiple cells, along with the prediction set that may include either a single cell or multiple cells. Reasons to consider cluster approaches include: 
1. [bookmark: OLE_LINK142][bookmark: OLE_LINK675][bookmark: OLE_LINK167][bookmark: OLE_LINK155]Measurement of cells surrounding the predicted can also help prediction.
2. For intra-frequency cases, measuring those cells in the same frequency layer does not increase additional measurement effort at UE side, since UE can measure the SSBs from both the serving cell and neighboring cells simultaneously. 
3. [bookmark: OLE_LINK674]Can generalize across different cells, capturing a wider range of scenarios and variations in network conditions. Reduces the risk of model overfitting to specific cell characteristics. More robust to changes in the environment as it learns patterns applicable to multiple cells.
4. Simplifies LCM by managing a single model for a group of cells, reducing operational overhead. Streamlines updates, scaling, and optimization processes, as changes apply to the entire model covering several cells.
5. Can potentially reduce ping-pong effects by learning handover characteristics across multiple cells and optimizing decisions holistically. Is better at detecting patterns that might lead to ping-pong and can proactively mitigate them based on wider data.
[bookmark: OLE_LINK156][bookmark: OLE_LINK157]For the first reason, even though we all agree the measurement of the target predicted cell provides the most correlated information for prediction, however, the measurement of other cells may also help the AI model to learn the information of the target predicted cell. The correlation may come from the spatial (geographical) relation between different cells, for example, if two cells are in the same direction respective to the UE, they may be blocked by the same building. If the AI model is cell-specific, it’s possible that the AI model between the serving cell and neighboring cells are independent, leading to suboptimal decisions that cause ping-pong handovers. 
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[bookmark: OLE_LINK3]Cell-specific AI/ML Model


Cluster-specific AI/ML Model
[bookmark: OLE_LINK163]Figure 1: Illustration of the different model management for cell-specific and cluster approaches.
[bookmark: OLE_LINK144]The model update may be based on the location of UE (within a certain area). UE does not need to change its model each time when HO occurs. 
[bookmark: OLE_LINK171][bookmark: OLE_LINK166][bookmark: OLE_LINK173][bookmark: OLE_LINK196]Observation 1: Cluster approaches refer to the method that uses measurement of multiple cells to predict the result of one or more cells. The benefits of a cluster-based AI model approach include improved generalization across multiple network conditions, reduced overfitting, simplified life cycle management with centralized updates and maintenance, and a more holistic optimization that minimizes handover ping-pong effects.
Proposal 1: RAN2 considers the cluster-based approaches for both intra-freq and inter-freq cases i.e., use measurement of multiple cells to predict the results of one or more target cells.
Measurement Gap Reduction 
For RRM prediction, one important use case is to reduce the measurement gap by AI prediction. Figure 2 illustrates an example of applying AI prediction at the UE side to reduce the measurement within the measurement gap. The measurement gap configuration is given by (repetition period, length) = (20ms, 5.5ms). For the normal case, UE can measure MO in every given measurement gap, as shown in the top case in the figure, where the green part indicates the measurement in the MG and the number represents the time index. With the AI prediction, we can reduce half the measurement within the MG as shown in the medium case in the figure, where the measurement in the red part can be replaced by the AI prediction. The prediction could be the temporal domain prediction, for example, use measurements 1, 3, 5, 7 to predict measurement 8. Based on the prediction, a 50% measurement gap reduction can be achieved at the UE side. Furthermore, once the capability of AI prediction is admitted by the NW side, UE may suggest enlarging the measurement gap repetition period from 20ms to 40ms. In this example, halving the measurement gap frequency could effectively lead to an increase of ~ 20% in the radio resources available to the UE.  
[image: ]
Figure 2: measurement reduction with AI prediction
[bookmark: OLE_LINK186][bookmark: OLE_LINK201]Observation 2: Extending the measurement gap repetition period from 20ms to 40ms, with a fixed 5.5ms measurement gap length, can provide roughly 20% available resource gain for the UE.
[bookmark: OLE_LINK188][bookmark: OLE_LINK151]Proposal 2: RAN2 studies the measurement gap reduction use case. The evaluation setting and metric can be FFS.
Intermediate KPI 
[bookmark: OLE_LINK676]Harmonized intermediate KPIs are essential for evaluating AI/ML capabilities for specific use cases. In the context of mobility, where UE and NW actions, such as triggering measurement reports and issuing cell switch commands, are predominantly based on L3 cell-level RSRP, it is logical to adopt the L3 cell-level RSRP difference as the baseline intermediate KPI. While other KPIs, such as L1 RSRP, can provide deeper insights into various methodologies and should also be considered.
[bookmark: OLE_LINK4]However, there is a need for greater clarity and consensus on the calculation of the L3 cell-level RSRP difference, as interpretations may vary among companies. For common understanding, the RSRP difference is described by RSRP_diff = |actual RSRP – predicted RSRP|. If the cell to be predicted is specified, one straightforward definition is given by 
[bookmark: OLE_LINK205]RSRP_diff = |actual RSRP(predicted_cell_id) – predicted RSRP(predicted_cell_id)|
[bookmark: OLE_LINK206][bookmark: OLE_LINK677]Yet, there is another understanding that the RSRP value refers to the optimal cell instead of the given predicted cell. A similar definition (respective to beam id) is mentioned in R18 AI-MB case. The actual RSPR refers to the actual RSRP value of the optimal beam ID (strongest beam), symbolized as RSRP(optimal_beam_id). The predicted RSRP is the actual RSRP of the predicted optimal beam ID, symbolized as RSRP(predict_opt_beam_id). The RSRP difference is defined as
RSRP_diff = |actual RSRP(opt_beam_id) – actual RSRP(predicted_opt_beam_id)|
This definition is appropriate for AI-BM, where the objective is to identify the optimal beam index for the UE to select and receive signals, hence justifying the usage of RSRP(predict_opt_beam_id) for the predicted RSRP.
[bookmark: OLE_LINK1][bookmark: OLE_LINK197][bookmark: OLE_LINK174]However, in AI based mobility scenarios, specifically for reducing measurement overhead, the aim is to predict the RSRP such that UE/NW can initiate actions without actual measurements. Since the UE does not physically measure the optimal predicted cell, it cannot obtain RSRP(predicted_opt_cell_id), i.e., the actual RSRP of the predicted optimal cell ID. Therefore, the predicted RSRP ought to refer to predicted RSRP(predicted_cell_id), and both actual RSPR and predicted RSRP refer to the RSRP value of the same cell. Depending on whether the prediction is direct or indirect, predicted RSRP could either be a direct L3 RSRP forecast or deduced from an L1 RSRP prediction.
[bookmark: OLE_LINK146][bookmark: OLE_LINK145][bookmark: OLE_LINK198]Proposal 3: RAN2 discuss the derivation of RSRP difference = |actual RSRP – predicted RSRP|, where RSRP values refer to the actual and prediction value of the same predicted cell. The predicted RSPR value can be direct L3 RSRP prediction or derived from L1 RSRP prediction indirectly.
[bookmark: OLE_LINK176][bookmark: OLE_LINK175]Besides the definition of RSRP difference, the average calculation also needs to be further clarified. To see the overall performance, we usually consider the statistic of the RSRP difference which may include the average of RSRP difference, CDF of RSRP difference, RMSE of RSRP difference…. etc. However, the average may be derived from both prediction instances and observation instances or consider prediction instances only as shown in Figure 3. 
[bookmark: OLE_LINK158][bookmark: OLE_LINK183][image: ]
Figure 3: Illustration for the definition of average RSRP difference.
[bookmark: OLE_LINK177]Notice that the RSRP_diff at observation time instance may not be zero, e.g., RSRP_Diff(i), i=1,3,5 in Figure 3, since the L3 cell-level result will take average for the history measurement. Thus, the prediction error will be propagated to other instances. 
[bookmark: OLE_LINK172][bookmark: OLE_LINK189][bookmark: OLE_LINK199][bookmark: OLE_LINK200]Proposal 4: RAN2 discuss the calculation of statistic L3 cell-level RSRP difference (includes average RSRP, CDF of RSRP, RMSE RSRP,…):
	Option 1: Consider the average over both observation and prediction instance
	Option 2: Consider the average over prediction instance only 
Companies may need to clarify the parameter of L3 filter, e.g., the filterCoefficient in 38.331[2]. Also, we need to clarify whether we need to take the prediction results into account when calculate the L3 filtering result or we just calculate it by the result in observation instances (skip the prediction part). 
[bookmark: OLE_LINK191]Proposal 5: RAN2 align the L3 filter parameters and discuss the calculation of L3 filtering result with following options
	Option 1: Only include the observation results into L3 filtering average.
	Option 2: include both the observation results and prediction results into L3 filtering average. 
System KPI 
[bookmark: OLE_LINK178][bookmark: OLE_LINK181]In RAN plenary # 102, the SID on AI mobility [1] agree to study the system performance KPIs. Although from the previous meeting, RAN2 agrees to study the prediction accuracy, e.g., intermediate KPI, at the first step, and the need of system performance will be FFS, we still think the system KPI play an important role of the evaluation and is necessary for each use case.
· The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]
· NOTE: Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2

[bookmark: OLE_LINK182]From our perspectives, intermediate KPIs, e.g., RSRP difference, are designed to examine the predicted capability of AI model. To identify the real AI benefit, system KPIs, e.g., HOF, RLF rate, throughput, are necessary. For example, in the Goal 1, i.e., measurement overhead reduction, we cannot check the tradeoff between the measurement reduction and performance degradation through the intermediate KPI such as RSRP difference. For Goal 2, i.e., HO performance enhancement, it is also impossible to realize, through RSRP difference, the tradeoff between the benefit from early awareness the future measurement by prediction and the degradation from prediction error. The intermediate KPIs, only help us to understand the potential of AI approaches in term of their prediction capability, but the real benefit should be examined by the system KPIs. Due to the above reason, we propose to consider the system KPIs in AI mobility use case.
[bookmark: OLE_LINK180][bookmark: OLE_LINK179]Observation 3: Intermediate KPIs are designed to examine the predicted capability of AI model. To examine the real benefit for AI approaches, system KPIs are necessary. For example, to examine (1) the tradeoff between measurement reduction and performance degradation (2) the tradeoff between the benefit from predicted future measurement and the degradation due to the prediction error.
[bookmark: OLE_LINK185]Proposal 6: RAN2 consider the system KPIs, HOF/RLF/ToS…etc, for each sub use. 
For system KPIs, we can start from the typical metrics such HOF, RLF, ToS,etc. The definition given in 36.839[2] can be the starting point. In [2], the handover procedure is split into three states as shown in Figure 4.
	[bookmark: OLE_LINK184][bookmark: OLE_LINK190]State 1: Before the event A3 entering condition, as defined in [5], is satisfied;
State 2: After the event A3 entering condition, as defined in [5], is satisfied but before the handover command is successfully received by the UE; and
State 3: After the handover command is received by the UE, but before the handover complete is successfully sent by the UE




Figure 4: Illustration of different states defined in 36.839[3].
[bookmark: OLE_LINK192][bookmark: OLE_LINK148]The HOF defined by the PDCCH failure in state 2 and 3, as shown below content, where the PDCCH failure is indicated by the running T310 and RLF declaration. Since such definition is just an implementation simplification, T310 is running does not necessarily implies the PDCCH failure. In fact, such simplification will result in a higher HOF due to the definition 1) in state 2, which can be observed from the evaluation result given in [2]. Companies could decide to model the PDCCH failure with the same simplification method given in [2] or other more practical/precise implementation.  
	Definition 3: A handover failure is counted if a RLF occurs in state 2, or a PDCCH failure is detected in state 2 or state 3.
For calculating the handover failures for the two states:
-	In state 2: when the UE is attached to the source cell, a handover failure is counted if one of the following criteria is met:
1)	Timer T310 has been triggered or is running when the HO_CMD is received by the UE (indicating PDCCH failure) or
2)	RLF is declared in the state 2
-	In state 3: after the UE is attached to the target cell a handover failure is counted if the following criterion is met:
-	target cell downlink filtered average (the filtering/averaging here is same as that used for starting T310) wideband CQI is less than the threshold Qout (-8 dB) at the end of the handover execution time (Table 5.1.4.1) in state 3.


[bookmark: OLE_LINK187]Observation 4: In 36.839 [2], HOF is counted if PDCCH failure is detected in state 2 and state 3, where PDCCH failure is detected by running T310. However, T310 is running does not necessarily imply PDCCH failure and this simplification will result in a higher HOF, which can be observed from the evaluation results in [2].
[bookmark: OLE_LINK147]In terms of RLF, according to the description in TS 38.331[3], multiple situations will be considered as RLF. For simplification, we can consider the out of sync case, i.e., T310 expired, as the main factor for the RLF. Other options could be FFS. 
From the definition given in TS 36.839 [2], it can be observed that HOF and RLF may overlap in state 2. Companies may need to clarify that when RLF occurred in state 2, it should be counted as HOF or RLF or both. According to this, we think a simpler way to calculate the system performance of mobility may be to directly count the number of total mobility failures, i.e., the total number of connection failures in the running time.  
[bookmark: OLE_LINK193][bookmark: OLE_LINK202][bookmark: OLE_LINK203][bookmark: OLE_LINK168]Proposal 7: RAN2 discuss the definition of HOF. In 36.839 [2], HOF is counted if RLF occurred in state2 or PDCCH failure happened in state2 and state3. Companies can decide to simulate PDCCH failure by the similar approach defined in 36.839, e.g., check T310, or other more accurate implementations. 
[bookmark: OLE_LINK194][bookmark: OLE_LINK195]Proposal 8: Consider the RLF due to T310 expired. Other options are FFS.
[bookmark: OLE_LINK83][bookmark: OLE_LINK82][bookmark: OLE_LINK85][bookmark: OLE_LINK34][bookmark: OLE_LINK39][bookmark: OLE_LINK41][bookmark: OLE_LINK54][bookmark: OLE_LINK60][bookmark: OLE_LINK62][bookmark: OLE_LINK65]Proposal 9: RAN2 consider the number of mobility failures, i.e., the total number of connection failures in the running time, as one of the system KPI.
[bookmark: OLE_LINK134]Conclusion
Observations: 
Observation 1: Cluster approaches refer to the method that uses measurement of multiple cells to predict the result of one or more cells. The benefits of a cluster-based AI model approach include improved generalization across multiple network conditions, reduced overfitting, simplified life cycle management with centralized updates and maintenance, and a more holistic optimization that minimizes handover ping-pong effects.
Observation 2: Extending the measurement gap repetition period from 20ms to 40ms, with a fixed 5.5ms measurement gap length, can provide roughly 20% available resource gain for the UE.
Observation 3: Intermediate KPIs are designed to examine the predicted capability of AI model. To examine the real benefit for AI approaches, system KPIs are necessary. For example, to examine (1) the tradeoff between measurement reduction and performance degradation (2) the tradeoff between the benefit from predicted future measurement and the degradation due to the prediction error.
Observation 4: In 36.839 [2], HOF is counted if PDCCH failure is detected in state 2 and state 3, where PDCCH failure is detected by running T310. However, T310 is running does not necessarily imply PDCCH failure and this simplification will result in a higher HOF, which can be observed from the evaluation results in [2].
Proposals:
Cluster Approach
[bookmark: OLE_LINK211][bookmark: OLE_LINK28][bookmark: OLE_LINK37]Proposal 1: RAN2 considers the cluster-based approaches for both intra-freq and inter-freq cases i.e., use measurement of multiple cells to predict the results of one or more target cells.
Measurement gap reduction
Proposal 2: RAN2 studies the measurement gap reduction use case. The evaluation setting and metric can be FFS.
Intermediate KPI
Proposal 3: RAN2 discuss the derivation of RSRP difference = |actual RSRP – predicted RSRP|, where RSRP values refer to the actual and prediction value of the same predicted cell. The predicted RSPR value can be direct L3 RSRP prediction or derived from L1 RSRP prediction indirectly.
Proposal 4: RAN2 discuss the calculation of statistic L3 cell-level RSRP difference (includes average RSRP, CDF of RSRP, RMSE RSRP,…):
	Option 1: Consider the average over both observation and prediction instance
	Option 2: Consider the average over prediction instance only 
Proposal 5: RAN2 align the L3 filter parameters and discuss the calculation of L3 filtering result with following options
	Option 1: Only include the observation results into L3 filtering average.
	Option 2: include both the observation results and prediction results into L3 filtering average. 
System KPI
[bookmark: OLE_LINK105]Proposal 6: RAN2 consider the system KPIs, HOF/RLF/ToS…etc, for each sub use. 
[bookmark: OLE_LINK135][bookmark: OLE_LINK110]Proposal 7: RAN2 discuss the definition of HOF. In 36.839 [1], HOF is counted if RLF occurred in state2 or PDCCH failure happened in state2 and state3. Companies can decide to simulate PDCCH failure by the similar approach defined in 36.839, e.g., check T310, or other more accurate implementations. 
Proposal 8: Consider the RLF due to T310 expired. Other options are FFS.
Proposal 9: RAN2 consider the number of mobility failures, i.e., the total number of connection failures in the running time, as one of the system KPI.
Reference
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