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1. Introduction
The WID on IoT-NTN, phase 3 [1], requires the following in conjunction with Store & Forward satellite operation:

	· Support of Store&Forward (S&F) satellite operation with full eNB as regenerative payload, therefore:
· Define the necessary enhancements into E-UTRAN (network & UE) to support S&F operation for delay-tolerant services [RAN3, RAN2, RAN4]
· At least specify necessary enhancements e.g. related to S1 protocol, especially to address the feeder link switch over as needed [RAN3]
 
Note: Strive to minimise UE impact.
 
Note: Coordination with SA2 (Rel-19 SA2 led Sat-Arch ph3 SI) is needed on the detail requirements (e.g. traffic type, or QoS parameters for S&F), network architecture (e.g. whether consider (partial) core network on satellite) etc.; further coordination with CT1 might be required.



The last RAN2 meeting #125-bis in Changsha in April 2024 reached agreement about the following assumptions:
1. S&F implies that at least the full eNB will be onboard.
2. An IoT-NTN network shall be able to inform UE(s) whether S&F satellite operation is applied, either via NAS or AS (wait for SA2 progress on this).
3. The S&F satellite operation is common for NB-IoT and eMTC.
4. The S&F satellite operation is applied to both CP solution and UP solution (for the UP solution pending on SA2 conclusions on the architecture).

[bookmark: _Hlk165998996]This document describes proposals for S&F-related specification approaches and for aligning related solutions between NR-NTN and IoT-NTN.
2. Discussion
2.1 Alignment of regenerative payload solution for IoT-NTN and NR-NTN
Currently, there is discussion underway regarding regenerative payload in conjunction with NR-NTN as well as about Store & Forward in connection with IoT-NTN. Since regenerative payload is applicable to IoT-NTN too (otherwise no S&F), the related definitions for both sides should be as similar as possible – ideally identical.
[bookmark: _Hlk165999150]Observation 1:	Regenerative payload will be defined for NR-NTN and IoT-NTN.
Proposal 1:		RAN2 to align the regenerative payload solutions as much as anyhow possible. 


[bookmark: _Hlk165997456]2.2 Applicability of S&F operation in time
As discussed in preparation of RAN2#125-bis already, S&F goes hand in hand with regenerative payload. Furthermore, S&F means that at least the full eNB sits on board the satellite. S&F operation further means that either the service link (between the eNB/satellite (fleet) and a particular (group of) UEs) or the feeder link (between the eNB/satellite and a gateway on the ground) is temporarily not present. The feeder link might or might not be realized via an Inter-Satellite Link (ISL).
The temporarily unavailable service link between the UE and the eNB is caused by a sparse satellite population making up the related NTN. The temporary absence of the feeder link, in turn, is caused by a sparse gateway population on the ground and/or the absence of ISLs.
There might also be S&F-enabled satellites part of a satellite fleet in parallel to non-S&F-enabled satellites.
Observation 2:	From the above it can be derived that S&F operation doesn’t need to be the permanent mode of operation of an S&F-enabled satellite. It might rather be a periodical attribute. The same is true for S&F-enabled Rel.19 UEs. In other words, there are time periods the satellite is connected to a gateway on the ground and to UEs at the same time, i.e. in “normal operation”.
Proposal 2:	RAN2 to assume that S&F operation is a periodical attribute of satellites being equipped for that function. The same is true, of course, for S&F-enabled Rel.19 UEs.


2.3 UE awareness of NTN structure
[bookmark: _Hlk158649639][bookmark: _Hlk149575805]Some IoT-UEs might be in sleep mode for long time periods – e.g. a set of sensors on a buoy on the ocean measuring parameters reflecting the situation of the environment and climate at the related location. Here, the provision of data might happen very infrequently, e.g. once an hour – in order to save the sparse energy available via a small PV panel and the connected battery.
Note that these UEs can’t be addressed with Paging during sleep mode.
In such situations it would be very useful for the UE to be aware of the satellites that might come into sight within a certain time period – in one hour in our example. The current signalling for neighbouring satellites might not be sufficient for the purpose in question.
The local data storage strategy of the UE might as well be influenced by the structure of the non-terrestrial network, i.e. the population of nearby orbits with satellites.
[bookmark: _Hlk165999273]Observation 3:	The current signalling options for neighbouring satellites might not be sufficient for situations where UEs wake up infrequently for data transmission.
Proposal 3:	RAN2 to consider providing UEs with a complete set of trajectory parameters of the satellites in the same orbit and in neighbouring orbits in order to control the points of time these UEs wake up more accurately.


[bookmark: _Hlk165996586]2.4 Anchor satellite
[bookmark: _Hlk165998796]OPPO mentioned the potential need for an anchor eNB/satellite in its Tdoc R2-2402193 [2]. That anchor eNB would keep UE’s context stored. In the absence of interface X2 in an NTN environment data transmission to other eNBs/satellite would be disabled due the missing feasibility for verifying UE’s context in the absence of interface X2 between the eNBs/satellites (in the parallel absence of ISLs between them). That would be equivalent to an even longer latency for data and metadata provision to the UE or from the UE and should therefore be prevented.
Observation 4:	Due to a missing inter-satellite interface there might be a need for anchor eNBs/satellites. Since such a need would be detrimental as far latency is concerned, that need should be prevented, if anyhow possible.
Proposal 4:	RAN2 to put emphasis on S&F solutions that restrict latency to the unavoidable.


2.5 Data storage onboard S&F-enabled eNBs/satellites, data integrity
Onboard the eNBs/satellites data should only be stored for the unavoidable time period, i.e. until the feeder or service link is resumed. No strategy should be applicable from network or UE side that envisages e.g. the collection of data on board the eNB/satellite in order to e.g. complete a set of data. Assuring data integrity is a task of higher protocol stacks. 
Observation 5:	S&F-enabled eNBs/satellites should provide the stored data as soon as possible, e.g. when the feeder or service link is resumed.
Proposal 5:	RAN2 not to enable storage of data onboard S&F-enabled satellites that exceeds the unavoidable amount of time.
 



3. Conclusion
In this document, we discussed S&F-related specification approaches and the desire for getting NR-NTN and IoT-NTN solutions for regenerative payload and Store & Forward aligned as closely as possible.
The following observations and proposals were made:
Observation 1:	Regenerative payload will be defined for NR-NTN and IoT-NTN.
Observation 2:	From the above it can be derived that S&F operation doesn’t need to be the permanent mode of operation of an S&F-enabled satellite. It might rather be a periodical attribute. The same is true for S&F-enabled Rel.19 UEs. In other words, there are time periods the satellite is connected to a gateway on the ground and to UEs at the same time, i.e. in “normal operation”.
Observation 3:	The current signalling options for neighbouring satellites might not be sufficient for situations where UEs wake up infrequently for data transmission.
Observation 4:	Due to a missing inter-satellite interface there might be a need for anchor eNBs/satellites. Since such a need would be detrimental as far latency is concerned, that need should be prevented, if anyhow possible.
Observation 5:	S&F-enabled eNBs/satellites should provide the stored data as soon as possible, e.g. when the feeder or service link is resumed.

Proposal 1:	RAN2 to align the regenerative payload solutions as much as anyhow possible. 
Proposal 2:	RAN2 to assume that S&F operation is a periodical attribute of satellites being equipped for that function. The same is true, of course, for S&F-enabled Rel.19 UEs.
Proposal 3:	RAN2 to consider providing UEs with a complete set of trajectory parameters of the satellites in the same orbit and in neighbouring orbits in order to control the points of time these UEs wake up more accurately.
Proposal 4:	RAN2 to put emphasis on S&F solutions that restrict latency to the unavoidable.
Proposal 5:	RAN2 not to enable storage of data onboard S&F-enabled satellites that exceeds the unavoidable amount of time.
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