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1	Overview
As a reminder, the Rel-19 SA2 Study on Extended Reality and Media service (XRM) Phase 2 is described in SP-231671 and contains the following 4 objectives (for a completion date of June 2024):
1.	Enhancement for PDU Set based QoS handling: 
a.	Study whether and how to enhance PDU Set related (e.g. new standardized 5QI, enhancements to Alternative QoS profiles, FEC) and PDU Set information (including Control Plane and/or User plane information provided by the AF/AS) and the corresponding PDU Set QoS handling enhancement. 
NOTE:	This will require close coordination between SA4 and SA2.
b.	Support QoS control and PDU Set identification for XR stream with e2e encryption (e.g. fully encrypted header, partially encrypted header). This is applicable for PDUs received at N6 for DL. 
c.	Study whether and how to leverage PDU Set QoS information for DSCP marking over N3/N9 in the transport network (i.e. to enable differentiated handling of PDU Sets within QoS Flow).  
2.	QoS handling enhancement for XRM services:
[bookmark: _Hlk145365979]a.	Study whether and what enhancements are needed for traffic detection and QoS Flow mapping for different media types multiplexed data flows within a single end-to-end transport connection.
b.	Study whether and how to support dynamic change (via user plane) in traffic characteristics (e.g. burst related parameters), provided by the application in the DN.
NOTE:	This will require close coordination between SA4 and SA2.
c.	Study whether and how to identify  traffic flows and study whether and how QoS handling enhancement may be needed for the UE with the tethered devices for the uplink traffic (for example, traffic from tethered devices mapped to different QoS Flows enabling QoS differentiation such as PDU Set based QoS flows for XR traffic for device 1 vs PDU based QoS flows for eMBB traffic for device 2).
NOTE:	The interface between 3GPP UE and tethered devices behind the UE is outside of scope.
3. Further enhancement to support XR based on non-3GPP access. 
[bookmark: _Hlk145477215]4.	Network exposure: Study whether and how XR related network capability/information (e.g. if the QoS profile requested by AF cannot be met, network can indicate the alternative QoS profile) can be exposed towards the application layer.
NOTE:	Alignment and coordination with RAN work will be needed for the study.
The corresponding TR is 23.700-70. The latest version of this TR is 0.5.0. The list of key issues remains the same as discussed in our earliest contribution [R2-2402837].
-	Key Issue 01 for the Support of PDU set based QoS handling enhancement: study PDU set based QoS handling enhancements considering both control plane and user plane perspectives. In particular, this KI will address whether, what and how PDU Set based handling (e.g. new standardized 5QI, enhancements to Alternative QoS profiles, FEC, etc.) and PDU Set information (including Control Plane and/or User plane information) provided by the AF/AS are enhanced → RAN2 impacts expected.
-	Key Issue 02 for the Support PDU Set information identification for end-to-end encrypted XRM traffic: study the enhancement of PDU Set information Identification for encrypted XRM in 5G networks → no RAN2 impacts expected.
-	Key Issue 03 for the Leverage PDU Set QoS information for DSCP marking over N3/N9 in the transport network: study whether, how, and what PDU Set QoS information can be used for DSCP marking on the outer header of downlink packets of the PDU Set over N3/N9 in the transport network → no RAN2 impacts expected.
-	Key Issue 04 for the Traffic detection and QoS flow mapping for multiplexed data flows: study whether, how, and what PDU Set QoS information can be used for DSCP marking on the outer header of downlink packets of the PDU Set over N3/N9 in the transport network → no RAN2 impacts expected.
-	Key Issue 05 for the QoS Handling when Traffic Characteristics Change Dynamically: study whether and how to support dynamic change (via user plane) in traffic characteristics (e.g. burst related parameters), provided by the application in the DN → RAN2 impacts expected.
-	Key Issue 06 for L4S for non-3GPP access networks and intermediate 5GS nodes: extend the L4S mechanism to non-3GPP access networks and the potential impacts of such extension on the non-3GPP access-specific intermediate nodes → no RAN2 impacts expected.
-	Key Issue 07 for the Support for PDU Set in non-3GPP access: support PDU set based QoS Handling to non-3GPP access networks and the potential impacts of such extension on the non-3GPP access-specific intermediate nodes → no RAN2 impacts expected.
-	Key Issue 08 for the Enhancement for UE with the tethered devices: study whether and how to identify traffic flows from the tethered devices behind the UE from the uplink traffic (e.g. traffic from different tethered devices may be mapped to different QoS Flows to enable QoS differentiation) → possibility of having RAN2 impacts not clear at the moment.
-	Key Issue 09 for the Enhancement for XR related network information exposure: to study how to enhance network exposure mechanism to better support the network information/capability exposed to the application layer → possibility of having RAN2 impacts not clear at the moment.
Progress has been made on the 30 solutions already identified in version 0.4.0 and 4 additional solutions have been identified for key issues 08 and 09 (two and two respectively). The TR now explicitly mentions the need for RAN2 feedback on Solutions 1, 30 and 34.
For Solution 1, the need for RAN2 feedback is mentioned in the following:
	[…]
[bookmark: MCCTEMPBM_00000028]SA WG4 recently confirmed that "Commercial XR split rendering and cloud gaming services use Application Layer Forward Error Correction (FEC)." as documented clause 5.7.4 of TR 26.926 [12]. SA WG4 also illustrated the principles underpinning the use of AL-FEC by XR applications in clause 5.7.4 of TR 26.926 [12]:
-	Applications send Application Data Units (ADUs) consisting of source symbols, which contain for instance a video frame, and in addition repair symbols.
-	If the code that is used is maximum distance separable (MDS), e.g. in case of RaptorQ or Reed-Solomon codes, then the source and repair symbols are distributed across N packets such that the receiver can reconstruct the actual content (e.g. the video frame) if any K out of N packets (with K < N) are received.
In other words, from receiver perspective, it is sufficient to receive K packets of the ADU to be able to reconstruct the actual content. This also implies that once the receiver has successfully received K out of the N packets that the ADU consists of, transmitting the remaining N-K packets of the ADU to the receiver does not add any value because the receiver can already reconstruct the original content based on the first K packets.
According to [13], the overhead of AL-FEC schemes ranges from 10-50% with a typical value of 30%. For AL-FEC based XR content over 5G, this presents a significant optimization opportunity: If NG-RAN successfully delivered the first K PDUs of a PDU Set to the UE, then NG-RAN can refrain from sending the remaining PDUs to the UE because they anyhow do not provide any additional value. (We refer to these PDUs as obsolete PDUs hereafter.) Given that the typical overhead of AL-FEC schemes is 30%, this allows for significant savings in air interface resources.
Additional benefits lie in energy savings for the UE since unnecessary DL transmissions can be avoided and RAN may send the device back to sleep earlier.
Editor's note:	How RAN determines K packets (i.e. UDP packets) are successfully delivered over an unacknowledged mode data bearer will be decided based on RAN2 feedback.
[…]
The solution is based on the following principles:
[…]
-	If NG-RAN supports PDU Set content ratio awareness and has received content ratio information for a QoS flow, then NG-RAN may discard obsolete PDUs for this flow during congestion.
Editor's note:	Whether NG-RAN may discard obsolete PDUs in cases other than during congestion (e.g. to reduce UE power consumption) is FFS and will be determined based on feedback from RAN2.



For Solution 30, the need for RAN2 feedback is mentioned in the following:
	[…]
For XR or other interactive media services with traffic bursts (e.g., Media streaming, cloud gaming services), the application layer’s network requirements could be quite dynamic. Typically, the size of data burst in XRM services could vary in a wide range. To ensure the occasionally big bursts can be transferred within PDB/PSDB, currently the QoS parameters need to be set according to the potential maximum burst value. This overprovisioning leads to potential waste of network resource and lower user capacity.
In this solution, a fast adaptation mechanism is proposed to support the dynamic changes in traffic characteristics:
-	The AF provisions the QoS Requirement for a target media flow, protocol description and indicates that traffic burst size can change dynamically.
-	The PCF authorizes the service data flow in the PCC rule based on the AF input and/or local operator configuration.
-	Based on the PCC rule from the PCF, the SMF generates and provides the QoS profile with authorized QoS parameter to the NG-RAN.
-	The SMF instructs the UPF to detect the dynamic change in the burst size for the target service data flow and to further notify NG-RAN on the changed traffic burst size. The protocol description if provided by the AF would be sent from SMF to UPF to assist the burst size detection.
-	The UPF detects the dynamic change of the burst size for the target service data flow and sends the burst size of the data burst to NG-RAN via GTP-U header. The burst size can be identified by UPF based on the N6 protocol (extensions of N6 protocol may be needed in SA4), or by the UPF implementation.
Editor’s Note: RAN2 and SA4 feedback is required on this solution.
-	The NG-RAN can use the received burst size to assist radio resource management. For example, the NG-RAN may use the burst size to schedule radio resources for the coming burst traffic and/or release superfluous radio resources for other services or UEs for efficient radio resource scheduling. 



For Solution 34, the need for RAN2 feedback is mentioned in the following:
	[…]
For rel-18, the granularity of PDU Set and PDU Set QoS are introduced, however, the real PDU Set performance is not estimated and exposed to the Application, e.g. PDU Set Delay and/or PDU Set Loss Rate suffered for a data stream in 5GS. For a data stream which request PDU Set QoS before, the server also cares the real PDU Set performance, which is also beneficial for codec adaptations at the server side. For example, for some live streaming applications in practice, streamer uploads the video streams as several video slices instead of a whole video during their live steaming. Each video slice will be identified as a PDU set in 5GS. However, the PDU Set performance is not able to be estimated and exposed to the Application yet, resulting in the situation that the Application is not able to perform the codec adaptations for a single video slice. To enable exposure of PDU Set performance, the DL PDU Set delay exposure and PDU Set Loss Rate are proposed in this solution.
Editor's note:	Feedback on this solution from RAN2 and RAN3 is needed.



These correspond to two incoming LSs:
-	S2-2405604 on Application-Layer FEC Awareness at RAN, for the Notes on Solution 1 above.
-	S2-2405625 on FS_XRM Ph2, for the Notes on Solutions 30 and 34 above.

2	Conclusion
The Rel-19 SA2 Study on Extended Reality and Media service (XRM) Phase 2 contains several key issues whose solutions will impact RAN2. When completed (June 2024 at the earliest), RAN2 will need to take the SA2 agreements into account.
34 Solutions corresponding to 9 key issues are now described in the latest version of the SA2 TR [23.700-050]. For three of these solutions, SA2 has requested feedback and sent us two LSs [S2-2405604] [S2-2405625].




