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1. Introduction
In the RAN plenary #102 meeting, a new work item entitled “ Artificial Intelligence (AI)/Machine Learning (ML)     for NR Air Interface” with the following scope was endorsed [1].
	Provide specification support for the following aspects:

· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:

· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback

· Identification related signalling is part of the above objective 

· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:

· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)

· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)

· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any

· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 

NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:

· Direct AI/ML positioning:

· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 

 

· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning


· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any

· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)

· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.

· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.


In this contribution, we present our views on specification support for beam management.

2. Discussion

2.1. NW-sided model
In RAN1 #116 meeting, the following was agreed:
	Agreement

For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling

· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications

· FFS on the report content for beam related information 

· FFS on max number of reported beam related information in one report 


As the number of reporting beams increases, differential RSRPs reporting relatively low-power measurements for input into AI/ML models may require a wider range of representation. Therefore, the range, representation bits and quantization step size of the previous specification need to be reconsidered. Since increasing the number of representation bits leads to increased overhead, an option with a quantization step size larger than 2 dB and a wider range should also be supported.
Proposal 1:

An option with a quantization step size larger than 2 dB and with a wider range should be supported.
The reporting overhead is expected to be larger than before because the number of beam reports will increase, and the dynamic range of RSRPs that need to be reported will expand. Reduction of the reporting overhead is desirable from the viewpoint of securing communication resources.

In TR38.843, section 7.1.3 on potential specification impact of beam management, the following statement on reducing reporting overhead of data collection in NW-side AI/ML models is made.
	Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches have been identified for overhead reduction:

-
the omission/selection of collected data
-
the compression of collected data
-
Note1: For the different purposes of data collection, the overhead reduction mechanisms and corresponding specification impacts may be different.

-
Note2: Support of any mechanism(s) (if necessary) for each LCM purpose and the potential spec impact (if any) are separate discussions

-
Note 3: UE complexity and power consumption should be considered


For the data collection, reporting overhead reduction methods such as omission/selection, compression, and using larger quantization step sizes for RSRP and differential RSRP should be considered. Additionally, methods to minimize the number of reporting beams using RSRP thresholds should be explored. Since the current specification does not support the UE adaptively changing the number of reporting beams, a mechanism for the UE to do so based on thresholds set by rules or configured by the network is needed. This adaptive reduction of reported content based on thresholds provides appropriate performance depending on the environment compared to always reporting Top-K beams. The threshold for adaptive overhead reduction can be set in advance by rules or configured from the network. Since the number of beams to be reported is determined by the UE, a mechanism for the UE to adaptively change the number of beams to be reported should be considered.

Proposal 2: Support only reporting the RSRP larger than a threshold or within a threshold.
Proposal 3: Two methods should be considered for setting thresholds for adaptive reporting content reduction: pre-setting by rules or configuration from the network.
Proposal 4: Methods to allow adaptive changes by the UE in the number of reporting beams for overhead reduction should be considered.
In RAN1 #116-bis, for BM-Case 2, reporting information on predicted beams for multiple time instances is supported. 
	Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 

· wherein information of inference results of one time instance is as in one report for BM-Case 1 

· Note: overhead reduction is not precluded 

· FFS on details


Although the reporting overhead is an issue, it may be possible to reduce the overhead by using the time variation information of RSRP for multiple time instances. This is because in some cases the difference in RSRP between time instances of the same beam is small.
Proposal 5：For the L1-RSRP reporting of the NW-sided model in BM-Case 2, consider supporting the reporting of the difference over time.
2.2. Monitoring
TR38.843, Table 7.2.3-1 summarizes applicability of various alternatives for performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2.
Table 7.2.3-1: Alternatives for Performance metric(s) of AI/ML model monitoring 
for BM-Case 1 and BM-Case 2

	Alt. 1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
	Alt. 2: Link quality related KPIs, .e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
	Alt.3: Performance metric based on input/output data distribution of AI/ML
	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP

	Applicable to all studied AI models 
	Applicable to all studied AI models 
	Applicable to all studied AI models
	May not applicable to some implementation of AI model (e.g., not output of predicted L1-RSRP)

	Reflect the prediction accuracy of AI model
	Reflect the system/link performance
	Reflect the change of the statics of the input/output data 
	Reflect accuracy of the predicted 1-RSRP

	Not reflect the system/link performance directly
	Not reflect the prediction accuracy of AI model directly
	Not reflect the prediction performance of AI model directly
Not reflect the system/link performance directly
	Not reflect the system/link performance directly


Note1:
The above analysis shall not give an indication about whether/which metric is supported or specified.
Note2:
Monitoring performance of the above alternatives are not addressed in the table. 
The priority for performance monitoring should be to ensure no degradation from the existing non-AI/ML method. To achieve this, monitoring metrics that can evaluate the prediction performance of the AI/ML model should be prioritized. Among the above candidates, Alt.1 and Alt.4 are applicable. Alt.1 can most accurately evaluate the prediction performance of the AI/ML model, but to obtain the ground truth for evaluation, full beam sweeping etc. is required, which has large overhead. On the other hand, Alt.4, while not as complete as Alt.1, can evaluate prediction performance with less overhead. Based on the above, Alt.1 and Alt.4 should be prioritized. 

Proposal 6: High priority support for Alt.1 and Alt.4 monitoring metric.
· Alt.1: Beam prediction accuracy related KPIs

· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
For Alt. 4, we provide specific definitions, calculations, and uses. We propose the following definition for Alt. 4: The L1-RSRP difference between the predicted RSRP and measured RSRP for the same target Set A resources.
Proposal 7：We propose the following definition for Alt. 4:
 
 “The L1-RSRP difference between the predicted RSPR and measured RSRP for the same target Set A resources.”

An example of the metric calculation flow is shown below. First, the RSRP of the Top-k beams of Set A is predicted using the measurements of the Set B beams. Then, the RSRP of the Top-k beams of Set A is measured to obtain the predicted and measured RSRP values for the same target resources in Set A. If the metric calculation is performed on the network side, the actual measured values are reported from the UE to the network. The difference between the predicted and measured values is then calculated. The difference can be calculated for the Top-1 beam or as a statistical value, such as the average difference of the Top-K beams. Alternatively, predictions can be generated by sweeping Set A and using only the measured values of the same beam as Set B as input to the AI/ML model. In this case, Alt. 4 is not needed because Alt. 1, which better captures AI/ML performance, can be derived in the same way. However, this approach requires sweeping all beams, which increases the overhead.
The following shows the processing after metric calculation on the UE side. There are two options for processing after metric calculation on the UE side:
· Opt. 1: The UE reports the metric to the network, and the network issues management instructions to the UE based on the reported metric. 

· Opt. 2: The network pre-configures the UE with threshold values for operations such as fallback and switching. The UE then requests or reports an operation to the network according to the metric calculation results and threshold values.

Proposal 8: A specific example of the monitoring procedure when using the metric in Alt. 4 is shown below:
1. Sweep Set B beam.
2. Take the measurements associated with Set B beam as input and output the RSRP for the predicted Set A beam.
3. Report the relevant information for the upper Set A beam.
4. Sweep all or part of the reported Set A beam.
5. Calculate the difference between the measured and predicted Set A beam.
Proposal 9: The following shows the processing after metric calculation on the UE side. There are two options for processing after metric calculation on the UE side:
· Opt. 1: The UE reports the metric to the network, and the network issues management instructions to the UE based on the reported metric. 

· Opt. 2: The network pre-configures the UE with threshold values for operations such as fallback and switching. The UE then requests or reports an operation to the network according to the metric calculation results and threshold values.
3. Conclusion
In this contribution, we discussed specification support for beam management. We made the following proposals.
Proposal 1: An option with a quantization step size larger than 2 dB and with a wider range should be supported.

Proposal 2：Support adaptive reduction of reported content by threshold for overhead reduction.

Proposal 3：Two methods should be considered for setting thresholds for adaptive reporting content reduction: pre-set by rule or configured from the network.

Proposal 4: Methods to allow adaptive changes by the UE in the number of reporting beams for overhead reduction should be considered.
Proposal 5： The L1-RSRP reporting of the NW-sided model in BM-Case 2, consider supporting the reporting of the difference over time.

Proposal 6: High priority support for Alt.1 and Alt.4 monitoring metric.

· Alt.1: Beam prediction accuracy related KPIs

· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
Proposal 7：We propose the following definition for Alt. 4:

 
 “The L1-RSRP difference between the predicted RSPR and measured RSRP for the same target Set A resources.”

Proposal 8: A specific example of the monitoring procedure when using the metric in Alt. 4 is shown below:

1. Sweep Set B beam.
2. Take the measurements associated with Set B beam as input and output the RSRP for the predicted Set A beam.
3. Report the relevant information for the upper Set A beam.
4. Sweep all or part of the reported Set A beam.
5. Calculate the difference between the measured and predicted Set A beam.

Proposal 9: The following shows the processing after metric calculation on the UE side. There are two options for processing after metric calculation on the UE side:
· Opt. 1: The UE reports the metric to the network, and the network issues management instructions to the UE based on the reported metric. 

· Opt. 2: The network pre-configures the UE with threshold values for operations such as fallback and switching. The UE then requests or reports an operation to the network according to the metric calculation results and threshold values.
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