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1	Introduction
At the RAN #102, R19 WI on AI/ML for NR Air Interface is approved and it includes several study objectives on the CSI feedback enhancement with corresponding checkpoints in RAN #105 (Sept ’24) [1].
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


In this contribution, we discussed our views on the inter-vendor training collaboration and practical scenario for AI/ML-based CSI compression.
2	Discussion
2.1	Inter-vendor training collaboration
In RAN1 #116 meeting, inter-vendor training collaboration study aspects of AI/ML-based CSI compression was discussed. Five inter-vendor training collaboration options were classified according to standardized object and exchange information between NW and UE. Also, it was agreed that at least the following four aspects are considered when comparing different inter-vendor training collaboration options as below [2].
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.


Our view on high level comparison of each inter-vendor training collaborations options can be summarized as follow.
[Table 1. Comparison of five inter-vendor training collaboration options]
	Options
	Comparison

	No
	Standardized
Object
	Exchange
Info.
	Inter-vendor collaboration complexity
	Performance
	Feasibility
	Interoperability and RAN4 / testing related aspects

	1
	structure and parameter
	None
	Low
(no need for inter-vendor offline collaboration)
	Not acceptable
(Limited to standardized model/data set)
	Hard to agree on
(Difficulty to reach one standard model/data set)
	Easy
(standard model is used directly)

	2
	data set
	None
	
	
	
	Additional Efforts
(Additional RAN4 reference model standardization is needed for testing)

	3
	structure
(ex: x-layer RNN)
	parameter
	High
(sequential training and information exchange between NW and UE are required)
	Better than Option 1/2 (optimized to each operator’s network environment),
But less than option 4/5 (limited flexibility on model structure)
	Hard to agree on
(Difficulty to reach one standard model structure)
	

	4
	data set format
(ex: target CSI, CSI feedback)
	dataset
	
	Better than Option 1/2/3 (both dataset and model structure are flexible)
	Easier to agree on than Option 1/2/3
(data set and model format are relatively independent from each vender’s proprietary implementation)
	

	5
	model format
(ex. ONNX)
	model
	
	
	
	


First of all, there is no doubt if we rely on single standardized model: structure and parameters (option1) or standardized data set (option 2), expected performance of new AI/ML-based CSI compression will be very low since it cannot be optimized to each operator’s network environment. Even if we try to use real field data to select one standardized  model/data set, it seems to be impossible to reflects all different characteristic of each operator’s environments to that single standardized model/data set.
Observation 1. Option1 (Standardized model: structure and parameters) and Option 2 (standardized data set) are not acceptable in operator perspective since there is no flexibility to re-training and tuning to each operator’s live network environment.
Options 3/4/5 are allowed to train AI/ML model based on operator-specific, vendor-specific and cell/site-specific environment. However, option 3 has an inflexibility in model structure which can limited potential performance gain from future AI/ML model structure evolution (ex. RNN, LSTM, Transformer). Of course, it is possible to standardize the latest model structure again at that time, but this process takes more than 18 months considering normal 3GPP release duration which leads very slow market adaptation of new AI/ML technology.
Observation 2. Option 3 (Standardized reference model structure + parameter exchange) has an inflexibility in model structure which can limited potential performance gain from future AI/ML model structure evolution compared to option 4/5.
In our view, option 3/4/5 has similar characteristics on inter-vendor collaboration complexity and RAN4 testing related aspects. Regarding inter-vendor collaboration complexity, all options requires sequential training and information exchange between NW and UE. Therefore, management procedure and its complexity of AI/ML model training between different vendor will be similar in high level. Also, base station and UE testing according to the RAN4 specification should be conducted in development stage before interoperability test in the each operator network which is source of exchange information (ex. parameter, dataset, model) between base station and UE. So, no matter which option we select among option 3/4/5, additional RAN4 reference model standardization (like option 1) is essentially needed for each vendor’s internal development process.
Observation 3. No matter which option we select among option 3/4/5, additional RAN4 reference model standardization (like option 1) is essentially needed for each vendor’s internal development process.
Lastly, since the suitable AI/ML model structure (e.g., AI/ML backbone, number of layer) is highly related to each vender’s proprietary implementation (e.g., processing power), it seems to be very difficult to reach one standard model structure (option 3) in normative phase. However, standard data set format (option 4) and model format (option 5) seem to be more easier to agree on in normative phase since these are relatively independent from each vender’s proprietary implementation.
Observation 4. It seems very difficult to reach one standard model structure (option 3) in normative phase since AI/ML model structure is highly related to each vender’s proprietary implementation.
Based on above observations, we proposed as follow:
For AI/ML-based CSI compression study using two-sided model in Release 19, Inter-vendor training collaboration option 4 and 5 are prioritized than others.
2.2	Practical scenario for AI/ML-based CSI compression
As discussed in [3], periodic CSI-RS and CSI reporting with 5ms periodicity are not practical setting in commercial 5G network. Firstly, For typical 100MHz bandwidth NR TDD mid-band system, theoretical DL peak throughput with 5ms CSI-RS periodicity is reduced by -4.0%, -5.1% compared to 20ms and 160ms CSI-RS periodicity, respectively. Secondly, it seems to be expected that AI/ML based CSI compression or prediction has positive gain at some high speed (e.g., 60km/h) only. However, -4% peak throughput loss due to CSI-RS periodicity change from 20ms to 5ms will be applied without uncertainty. So, as an operator, unless the percentage of fast-moving users is very high compared to that of stationary or walking users, it is very difficult to apply the AI/ML based CSI compression or prediction features from the perspective of overall cell capacity and performance optimization. Lastly, from the field trial with 5ms CSI-RS periodicity configuration, it is observed that there is huge throughput loss (-53%) when we changed CSI-RS periodicity to 5ms from 20ms under current implementation status. So, it is clear that 5ms CSI-RS periodicity is not widely used setting in commercial 5G network. (i.e., it requires additional implementation and interoperability test for commercialization)
Observation 5. Periodic CSI-RS and CSI reporting with 5ms periodicity are not practical setting in commercial 5G network. Periodic CSI-RS and CSI reporting with 20ms periodicity should be considered in Release 19 AI/ML-based CSI compression study.
In RAN1 #116 meeting, AI/ML-based CSI compression evaluation scenario was categorized into 6 cases based on target CSI slots, whether to use past CSI information in UE and/or network as below [2].
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 


If we ignore the ‘Case 0’ which does not use past CSI information at both UE and network, it can be broadly divided into two types based on target CSI slots: i) Case 1, 2, 5 = present slot, ii) Case 3, 4  = future slot(s)
When target CSI is present slot (i.e., for case 1,2 and 5) as shown in figure 1, it still has ‘CSI aging issue’ even if we use past CSI information for CSI compression and/or reconstruction. Also, more importantly, since target CSI is fixed to a single slot (=present slot), it cannot be smoothly extended for high speed UE (e.g., 60km/h) performance enhancement when we consider more longer CSI-RS periodicity e.g., 20ms.
[Figure 1. AI/ML-based CSI compression when target CSI is present slot (case 1, 2, 5)]
[image: 텍스트, 스크린샷, 폰트, 그래픽 디자인이(가) 표시된 사진

자동 생성된 설명]
In contrast, if target CSI is future slot(s) (i.e., for case 3, 4) as shown in Figure 2, it allow multiple future CSI predictions per each CSI report. So, AI/ML-based CSI compression feature can be designed to reduce ‘CSI aging issue’ and ‘performance gain degradation’ for high speed UE (e.g., 60km/h) even if we consider more longer CSI-RS periodicity e.g., 20ms. For example, if AI/ML model at UE and network can successfully encode and decode four future CSIs (i.e., n +  5/10/15/20ms) per each latest CSI-RS measurement (i.e., n), respectively, we can achieve similar beamforming performance when we use 5ms CSI-RS and CSI report periodicity without CSI aging effect.
[Figure 2. AI/ML-based CSI compression when target CSI is future slot(s) (case 3, 4)]
[image: 텍스트, 스크린샷, 도표, 폰트이(가) 표시된 사진

자동 생성된 설명]
Observation 6. Temporal domain prediction and compression Case 1, 2 and 4 (i.e., Target CSI slot = present slot) has no design flexibility for multiple future CSI prediction per each CSI report which can be helpful for longer CSI-RS periodicity (e.g., 20ms).
Based on above observations, we proposed as follow:
For AI/ML-based CSI compression study using two-sided model in Release 19, temporal domain prediction and compression Case 3 and 4 (i.e., Target CSI slot(s) = Future slot (s)) are prioritized than others.
In previous RAN1 #116-bis meeting, AI/ML-based CSI compression evaluation assumption for case 3/4 was discussed and periodic CSI-RS with 20ms periodicity is added as encouraged assumption for R19 AI/ML based CSI compression evaluation as below [4].
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for the temporal domain prediction and compression Case 3 and Case 4, adopt the following evaluation assumptions as baseline:
· Observation window (number/distance):
· For periodic CSI-RS with 5ms periodicity: 12/5ms, 10/5ms, 8/5ms, 5/5ms, 4/5ms, unrestricted observation window
· For periodic CSI-RS with 20ms periodicity: up to companies (encouraged)
· For aperiodic CSI-RS: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  4/5ms/5ms
· Others can be additionally submitted, e.g. 4/1ms/5ms, 8/1ms/5ms, 4/5ms/10ms, 1/-/5ms


Although relevant evaluation results have not yet been submitted, it may be very difficult to make a positive gain of AI/ML based CSI prediction with 20ms p-CSI-RS only under current technology level. In that case, we should consider to transmit addition aperiodic CSI-RS for high-speed UE for prediction accuracy enhancement since reducing periodicity of p-CSI-RS from 20ms to 5ms is not acceptable in operator perspective due to i) increase of control overhead, ii) relatively low ratio of high speed UE in a cell.
Observation 7. If is concluded that there is no meaningful gain of AI/ML based CSI compression with 20ms p-CSI-RS only, we should consider to transmit addition aperiodic CSI-RS for high-speed UE for prediction accuracy enhancement in practical scenarios
Consider to study combined P-CSI-RS + AP CSI-RS for AI/ML-based CSI compression, if it is concluded that there is no meaningful gain of AI/ML based CSI compression with 20ms p-CSI-RS only.
[bookmark: _Hlk527071819]3	Conclusions
For inter-vendor training collaboration, the following observations and proposals are made:
Observation 1. Option1 (Standardized model: structure and parameters) and Option 2 (standardized data set) are not acceptable in operator perspective since there is no flexibility to re-training and tuning to each operator’s live network environment.
Observation 2. Option 3 (Standardized reference model structure + parameter exchange) has an inflexibility in model structure which can limited potential performance gain from future AI/ML model structure evolution compared to option 4/5.
Observation 3. No matter which option we select among option 3/4/5, additional RAN4 reference model standardization (like option 1) is essentially needed for each vendor’s internal development process.
Observation 4. It seems very difficult to reach one standard model structure (option 3) in normative phase since AI/ML model structure is highly related to each vender’s proprietary implementation.
1. For AI/ML-based CSI compression study using two-sided model in Release 19, Inter-vendor training collaboration option 4 and 5 are prioritized than others.
For practical scenario for AI/ML-based CSI compression, the following observations and proposals are made:
Observation 5. Periodic CSI-RS and CSI reporting with 5ms periodicity are not practical setting in commercial 5G network. Periodic CSI-RS and CSI reporting with 20ms periodicity should be considered in Release 19 AI/ML-based CSI compression study.
Observation 6. Temporal domain prediction and compression Case 1, 2 and 4 (i.e., Target CSI slot = present slot) has no design flexibility for multiple future CSI prediction per each CSI report which can be helpful for longer CSI-RS periodicity (e.g., 20ms).
1. For AI/ML-based CSI compression study using two-sided model in Release 19, temporal domain prediction and compression Case 3 and 4 (i.e., Target CSI slot(s) = Future slot (s)) are prioritized than others.
Observation 7. If is concluded that there is no meaningful gain of AI/ML based CSI compression with 20ms p-CSI-RS only, we should consider to transmit addition aperiodic CSI-RS for high-speed UE for prediction accuracy enhancement in practical scenarios
1. Consider to study combined P-CSI-RS + AP CSI-RS for AI/ML-based CSI compression, if it is concluded that there is no meaningful gain of AI/ML based CSI compression with 20ms p-CSI-RS only.
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