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Introduction
In Rel. 18, the use cases including CSI feedback enhancement, beam management, and positioning accuracy improvement have been studied for AI/ML for NR air interface. During the study phase, technical aspects (including performance, complexity, and potential specification impact) for each use case have been investigated and reported in TR 38.843. Following that, in Rel. 19, a new WID on AI/ML for NR air interface has been approved in [1], wherein beam management (BM) is one of the objectives, as shown in the following. Therefore, this document will discuss on how to support AI/ML-based beam management. 
	· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


In the following, we discuss detailed aspects, including model inference, consistency between training and inference, and performance monitoring for DL Tx beam prediction.

Discussion
Model inference
NW-sided model inference
Configuration of Set A and Set B
For NW-sided model inference, it was agreed to support to report more than 4 beams related information in a beam report, which is initiated by network, based on a measurement resource set. For the measurement resource set, an existing CSI framework was agreed to be used for configuration of Set B as the starting point. Similarly, the existing CSI framework was also agreed to be used for configuration of Set A as the starting point.
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling.
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information.
· FFS on max number of reported beam related information in one report. 

Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications



Furthermore, for periodic CSI and semi-persistent CSI, UE can measure Set B in multiple past time instances subject to separate periods based on its implementation. However, for aperiodic CSI, UE needs to know how long to measure them for each event when model inference is triggered. Hence, gNB can configure UE with a measurement window for the measurement resource set, wherein the measurement window can include a number of measurement instances. We observe that a similar mechanism has already been specified in Rel. 18 MIMO to support UE-side CSI prediction. To support at least BM-Case2, this mechanism should be considered to be extended to support NW-sided AI/ML model. Therefore, we propose the following.

Proposal 1: NW-sided model inference, support to that a measurement window can be configured with the measurement resource set.

Report content for beam related information
In the RAN1#116 meeting, feature lead (FL) provided two options to discuss content for beam related information, as shown in below FL’s proposal 4.1.1 [2]. In particular, UE reports all L1-RSRP of Set B of beams in Option 1, while UE reports a subset of L1-RSRP of Set B of beams, where Set B of beams are for UE measurement and report.
	FL’s proposal 4.1.1 
For NW-sided model inference, further study the following options for measurement report for inference:
· Opt 1: All L1-RSRP of Set B of beams, where Set B of beams are for UE measurement and report
· the max number of Set B of beams can be larger than 4
· FFS on whether the information on all or a part of Set B of beams/RS ID needs to be reported or not.
· Opt 2: A subset of L1-RSRP of Set B of beams, with information on corresponding beam/RS ID
· where Set B of beams are for UE measurement and report
· the max number of Set B of beams can be larger than 4
· FFS on how to determinate the subset, at least including data selection, data omission
· Other options are not precluded.
· FFS on quantization step and range for L1-RSRP including differential L1-RSRP reporting
· FFS on whether/how to report the information associated with time stamp, including whether to report measurements from multiple time instances in one report instance
· FFS on whether the purpose of the report needs to be specified or not, including implicit and explicit
· FFS on how to configure the RS resources [and the corresponding TCI states] for Set B of beams
· FFS on fixed or variable Set B pattern 
· FFS on measurements are one-shot L1 measurements and/or averaged of L1 measurements over time, or up to UE implementation
· FFS on whether to report the contents of each option in one or multiple measurement reports


Option 1 has the merit to obtain all L1-RSRP of Set B of beams at NW and Option 2 has the merit to reduce the overhead. If a design of option 2 is considered, it would be more complex. For example, the exact best K beams may not be always selected because the different beams may be measured different timings and has some dependency on the averaging. Therefore, our view is to support Option 1. In addition, if the exact subset selection of best K beams is up to UE implementation, option 2 can be also supported. 

Proposal 2: NW-sided model inference, support to option 1. In addition, option 2 can be supported if the exact subset selection of best K beams is up to UE.

Beam reporting
Current specification supports a group-based beam reporting for non-AI/ML model, where a UE reports measurement results of beams in one report that it can receive either with the same Rx filter or with multiple Rx filters simultaneously. For single TRP case, UE reports measurement results of L=2 beams in one report. For multi-TRP case, UE reports L groups of simultaneously received beams (1<=L<=4, configured by parameter nrofReportedRSgroup) in one report, wherein each group includes measurement results of 2 beams and each beam in each group corresponds to one TRP. Hence, for NW-sided model inference, the group-based beam reporting can be enhanced to be used to report more than 4 beam related information. Hence, we propose the following.

Proposal 3: Group-based beam reporting is modified to support to report more than 4 beams in one report.

UE-sided model inference
A configuration of Set A and Set B
Regarding configuration of Set A and Set B, it has been discussed 4 alternatives in FFS point in following agreement. 
	Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 


In Alt. 1, it configures Set B explicitly, while Set A can be determined implicitly from Set B. In this case, a rule may be needed to determine set A. For Alt. 2, it configures both Set A and Set B explicitly by using 1 RRC parameter. Similarly, a rule may be needed for differentiating Set A and Set B in Alt. 2 as well. For Alt. 3 and Alt. 4, Set A and Set B are configured by 2 separate RRC parameters. The only difference between Alt. 3 and Alt. 4 is just which information elements (IEs) include these 2 separate RRC parameters. We think Alt. 3 is simplest and requires less standardization effort. Therefore, we propose the following.

Proposal 4: UE-sided model inference, support two CSI-ResourceConfigId s are configured for Set A and Set B respectively.

Moreover, similar to NW-side model inference, for periodic CSI and semi-persistent CSI, UE can measure Set B in multiple past time instances subject to separate periods based on its implementation. However, for aperiodic CSI, UE needs to know how long to measure them for each event when model inference is triggered. Hence, gNB can configure UE with a measurement window for the measurement resource set, wherein the measurement window can include a number of measurement instances. Hence, we propose the following for UE-sided model inference.

Proposal 5: UE-sided model inference, support that a measurement window can be configured with the measurement resource set.

Whether/how to differentiate predicted beams and measured beams
Current specifications supports to report the measured beam(s) only. In particular, a report configuration (i.e., CSI-ReportConfig as described in TS38.331) indicates L1-RSRP related metrics (e.g., ssb-index-RSRP, or cri-RSRP) as the report quantity. The report configuration is associated with one or several resource sets (such as a set of SSB, a set of CSI-RS or both) on which the measurements should be performed.  
Moreover, to support UE-sided model inference, in the last meeting, it has been concluded to take the current CSI reporting framework as the starting point to minimize specification impact. However, the current CSI reporting framework for beam management always assumes that the beams reported by UE have been actually measured by the UE. Therefore, it is necessary to discuss how to differentiate predicted beams and measured beams if the current CSI reporting framework is reused. In addition, if NW has observed some inconsistency in the prediction result, NW should be able to request UE to report more measurement results.
	Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· Take the current CSI framework as the starting point.



We observe there are two ways to realize above as follows:  
· Option 1: To introduce prediction-related metrics as the reporting quantities. 
· For example, the most obvious metric could be predicted best beam ID. If NW sees benefit for obtaining other metrics, NW should be allowed to configure those metrics. Other metrics could be predicted beam quality such as predicted L1-RSRP, or L1-SINR, predicted beam application time, etc. 
· Option 2: To introduce different resource sets in a report configuration for prediction and measurement. 
· In this option, two resource sets can be configured to the UE, wherein one set is for prediction and the other set is for measurement. In case that two sets are non-overlapping (containing different beams), if the reported beam belongs to set for prediction, NW knows it is the prediction result. On the other hand, if two sets are partially overlapping is allowed, further indication in the UE reporting would be required to indicate whether the report is based on prediction or measurement. 

Proposal 6: To differentiate between prediction and measurement results, the following options can be considered:
· Option 1: To introduce prediction-related metrics as the reporting quantities.
· Option 2: To introduce different resource sets in a report configuration for prediction and measurement.

Indication of the association between Set A and Set B
To improve the beam prediction performance for UE-sided model inference, the indication from NW to UE on the association/mapping of beams within Set A and beams within Set B would be required like. QCL relationship. This is necessary in the case where Set A consists of narrow beams and Set B consists of wide beams. 

Proposal 7: Support mapping/association of beams within Set A and beams within Set B based on QCL relationship.

Consistency between training and inference
For UE-sided model, it has been agreed the following options for consistency between training and inference [3]. 
	Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt. 1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt. 2: Performance monitoring based
· FFS details  
· Other options are not precluded


We support Options 1. For Option 1, an associated ID is assigned to a configuration of NW additional conditions (e.g., the configuration includes specific values of NW additional conditions), and it can be configured within CSI framework. For Option 2, to detect NW-side additional condition blindly is almost impossible from UE complexity perspective and it increase the latency to start the inference to NW-side additional condition is required. 

Performance monitoring
Performance monitoring for UE-sided model
During SI phase, it has been studied 3 alternatives to monitor performance for UE-sided model as follows:
· Atl. 1. UE-side model monitoring (aka Type 2 performance monitoring in TR 38.843)
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl. 2. NW-side model monitoring (aka Type 1 performance monitoring with Option 1 in TR 38.843)
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt. 3. Hybrid model monitoring (aka Type 1 performance monitoring with Option 2 in TR 38.843)
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
For functionality-based LCM, only Alt. 1 can be used as the AI/ML model is transparent to NW. In addition, NW-side model monitoring or hybrid monitoring itself can be used for functionality level monitoring but NW is not able to know whether the monitored AI/ML can be used in the different situation as UE may not use the same AI/ML model as NW does not know the model. For model-ID-based LCM, both Alts. 2 and 3 can be used.

Proposal 8: For performance monitoring for UE-sided model,  
· For functionality-based LCM, support Alt. 1 (UE-side model monitoring) for model selection/activation/ deactivation/switching. NW-side model monitoring or hybrid monitoring can be used for functionality level monitoring in spite that what model is used within UE. 
· For model-ID-based LCM, support both Alts. 2 (NW-side model monitoring) and 3 (hybrid model monitoring) 

Performance monitoring for NW-sided model
NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching operation. To support NW monitors the performance metric(s), it is required UE to report the measurement results of more than 4 beams. In this case, the proposal 3 can be used. 

Proposal 9: Group-based beam reporting is modified to support performance monitoring for NW-sided model.


Conclusion
In this document, we have discussed some details on AI/ML for beam management. We have the following proposals:
Proposal 1: NW-sided model inference, support to that a measurement window can be configured with the measurement resource set.
Proposal 2: NW-sided model inference, support to option 1. In addition, option 2 can be supported if the exact subset selection of best K beams is up to UE.
Proposal 3: Group-based beam reporting is modified to support to report more than 4 beams in one report.
Proposal 4: UE-sided model inference, support two CSI-ResourceConfigId s are configured for Set A and Set B respectively.
Proposal 5: UE-sided model inference, support that a measurement window can be configured with the measurement resource set.
Proposal 6: To differentiate between prediction and measurement results, the following options can be considered:
· Option 1: To introduce prediction-related metrics as the reporting quantities.
· Option 2: To introduce different resource sets in a report configuration for prediction and measurement.
Proposal 7: Support mapping/association of beams within Set A and beams within Set B based on QCL relationship.
Proposal 8: For performance monitoring for UE-sided model,  
· For functionality-based LCM, support Alt. 1 (UE-side model monitoring) for model selection/activation/ deactivation/switching. NW-side model monitoring or hybrid monitoring can be used for functionality level monitoring in spite that what model is used within UE. 
· For model-ID-based LCM, support both Alts. 2 (NW-side model monitoring) and 3 (hybrid model monitoring) 
Proposal 9: Group-based beam reporting is modified to support performance monitoring for NW-sided model.
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