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[bookmark: _Toc142048767][bookmark: _Toc142048881]	Introduction
As described in WID [1], the following objectives to better show the performance of the AI/ML based CSI feedback.
	· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843.




[bookmark: _Ref30491904][bookmark: _Ref30492156][bookmark: _Ref30491838]In this contribution, we share our views on topics related to data collection, training of two-sided models, interoperability issue, and quantization schemes.

Data Collection 
	UE side data collection:
-	Enhancement of CSI-RS configuration to enable higher accuracy measurement.
-	Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
-	The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
-	Signalling for triggering the data collection
NW side data collection:
-	Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
-	Contents of the ground-truth CSI including:  
-	Data sample type, e.g., precoding matrix, channel matrix etc.
-	Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
-	Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
-	Latency requirement for data collection
-	Signalling for triggering the data collection
-	Ground-truth CSI report for NW side data collection for model performance monitoring, including: 
-	Scalar quantization for ground-truth CSI
-	Codebook-based quantization for ground-truth CSI
-	RRC signalling and/or L1 signalling procedure to enable fast identification of AI/ML model performance
	Aperiodic/semi-persistent or periodic ground-truth CSI report
-	Ground-truth CSI format for model training, including scalar or codebook-based quantization for ground-truth CSI. The number of layers for which the ground-truth data is collected, and whether UE or NW determine the number of layers for ground-truth CSI data collection, are considered.





[bookmark: _Ref158033983]Data collection and Sample Labelling
The applicability of a trained model depends on the statistics of the dataset it has been trained on. The statistics of the training dataset, itself, depends on the conditions/additional conditions of the node that has measured the samples of the dataset.
One model can be trained using several datasets aiming that it can be used for all different conditions/additional conditions under which the data/samples of the datasets have been collected.
Therefore, more complete information regarding the conditions/additional conditions under which the samples of a datasets have been collected can be helpful in determining the applicability of an AI/ML model.
Note that the conditions/additional conditions of each sample are use-case dependent and it can depend on even the status of a node other than the node performing the measurement. For example, when collecting CSI samples at a UE, the status/parameters/characteristics of both UE and gNB affect the statistics of the collected samples. For example, it can depend on the number of UE and gNB antenna ports, polarization and antenna spacing of the UE and gNB antenna, the environment that the UE is located.   
Based on the rel.18 SI, “conditions” are applicability-related information (e.g., parameters/states) that can be associated with UE capability of an AI/ML-enabled Feature/FG and “additional conditions” refer to any aspects that are assumed for the training of the model but are not a part of UE capability (e.g., collection of training dataset, scenarios, sites).
[bookmark: _Toc158030419][bookmark: _Toc158031309][bookmark: _Toc158085933][bookmark: _Toc158086030][bookmark: _Toc158650806][bookmark: _Toc158663596][bookmark: _Toc158973270][bookmark: _Toc158973310][bookmark: _Toc158973588][bookmark: _Toc159238130][bookmark: _Toc159238660][bookmark: _Toc161310068][bookmark: _Toc161997984][bookmark: _Toc166058316][bookmark: _Toc166068753]Knowledge of the conditions/additional conditions under which the samples of the training data have been collected is needed for determining the applicability conditions of an AI/ML model.
[bookmark: _Toc158030420][bookmark: _Toc158031310][bookmark: _Toc158085934][bookmark: _Toc158086031][bookmark: _Toc158650807][bookmark: _Toc158663597][bookmark: _Toc158973271][bookmark: _Toc158973311][bookmark: _Toc158973589][bookmark: _Toc159238131][bookmark: _Toc159238661][bookmark: _Toc161310069][bookmark: _Toc161997985][bookmark: _Toc166058317][bookmark: _Toc166068754]Support procedures/signaling enabling UE/NW to associate the data/samples with the conditions/additional conditions under which the data/samples has been collected.
Reducing the overhead of the training dataset
Usually having access to larger datasets improves the accuracy of the trained model; therefore, usually it is desirable to measure/collect/transmit/store more samples from the environment which sometimes may lead to creation of large datasets which might lead to higher transfer overhead.
One important scheme to reduce the size of the dataset while maintaining the quality of the dataset is to try to transmit samples for selectively. For instance, when we collect data for training of CSI-compression model, the UE may decide not to send all consecutive samples it measures as these samples might be very much correlated and transmission of only one of them can carry the information required for training of the model. 
[bookmark: _Toc158030421][bookmark: _Toc158031311][bookmark: _Toc158085935][bookmark: _Toc158086032][bookmark: _Toc158650808][bookmark: _Toc158663598][bookmark: _Toc158973272][bookmark: _Toc158973312][bookmark: _Toc158973590][bookmark: _Toc159238132][bookmark: _Toc159238662][bookmark: _Toc161310070][bookmark: _Toc161997986][bookmark: _Toc166058318][bookmark: _Toc166068755]Based on the statistics of the input data and the cost of data transfer, it might be beneficial not to transmit/transfer all samples measured during the data collection phase. This might be due to lower information content of some samples or high correlation between one sample (a group of samples) and another sample (group of samples).
[bookmark: _Toc158030422][bookmark: _Toc158031312][bookmark: _Toc158085936][bookmark: _Toc158086033][bookmark: _Toc158650809][bookmark: _Toc158663599][bookmark: _Toc158973273][bookmark: _Toc158973313][bookmark: _Toc158973591][bookmark: _Toc159238133][bookmark: _Toc159238663][bookmark: _Toc161310071][bookmark: _Toc161997987][bookmark: _Toc166058319][bookmark: _Toc166068756]Support procedures/signaling enabling UE/NW for transmission of subset of samples among the set of measured/collected samples from the environment.
 Transmission of ground-truth CSI samples for model training  
During the Rel. 18 AI/ML air-interface SI, there have been discussions regarding the overhead/quality of samples due to quantization error of the ground-truth CSI samples collected at the UE when we want to send them to another node. 
Some schemes have been presented based on:
· Scaler quantization with low or high precision quantization
· Rel-16 Type II-like codebook generation with existing parameters
· Rel-16 Type II-like codebook generation with new parameters to support higher resolution samples (with higher feedback rate)
Different simulations have been carried out during the Rel. 18 SI [2]where the results of some cases suggest that model trained using Rel-16 Type II codebook can achieve almost similar performance of a model trained using floating-point representation of the ground-truth CSI with much less overhead.
We should note that, the need for quantization of ground-truth CSI is not only applicable to the phase of data transfer for training dataset, but also the node may need to use quantization of ground-truth when collecting/transferring data for model monitoring or model update. Note that the acceptable signalling overhead is usually lower for model monitoring/model update data delivery compared to the case of data delivery for initial model training.
Rel. 18 SI shows the benefit of using new parameters for Rel-16 Type II (with higher feedback rates) while some companies show that Rel-16 Type II with existing parameters with addition of noise can achieve similar accuracy of Rel-16 Type II with higher feedback rates. As these results are mainly focusing on data transfer for model training, there are large number of samples in the transmitted dataset.
In some other cases, the acceptable total overhead and thus the number of transmitted samples are small, e.g., for model monitoring and model update phase, we should also investigate if it is more beneficial to transmit a sample with higher resolution (use of Rel-16 Type II with higher feedback rates) or we should keep the existing Rel-16 Type II parameters and instead transmit more samples.
More precisely, assuming that we can total transmit  bits for the whole dataset and assume that Rel-16 Type II with existing parameters uses  bits per sample on average. Then is it better to:
1. Use the Rel-16 Type II with existing parameters and then transmit  sample points.
2. Extend Rel-16 Type II parameters such that it sends each sample with higher resolution at the expense of doubling the average required bits (2B) but keep the same number of sample point, i.e., .
The performance of each scheme should be further analysed before we can conclude the best method for quantization of ground-truth CSI.

[bookmark: _Toc158650810][bookmark: _Toc158663600][bookmark: _Toc158973274][bookmark: _Toc158973314][bookmark: _Toc158973592][bookmark: _Toc159238134][bookmark: _Toc159238664][bookmark: _Toc161310072][bookmark: _Toc161997988][bookmark: _Toc166058320][bookmark: _Toc166068757]Other than data transfer for model training, transmission of quantized ground-truth CSI might be required for data transfer during the model monitoring or model update phase. The acceptable overhead of data transfer for model monitoring/model update phases is usually lower than that of initial model training phase.
[bookmark: _Toc158650811][bookmark: _Toc158663601][bookmark: _Toc158030423][bookmark: _Toc158031313][bookmark: _Toc158085937][bookmark: _Toc158086034][bookmark: _Toc158650812][bookmark: _Toc158663602][bookmark: _Toc158973275][bookmark: _Toc158973315][bookmark: _Toc158973593][bookmark: _Toc159238135][bookmark: _Toc159238665][bookmark: _Toc161310073][bookmark: _Toc161997989][bookmark: _Toc166058321][bookmark: _Toc166068758]For fixed feedback overhead cases, there exist a trade-off between the number of samples that can be feedback and the resolution of each sample in the feedback data. Therefore, when analysing the gain of transmitting a dataset with higher sample resolution, it should be compared with the case of not increasing the sample resolution but instead send more samples.
[bookmark: _Toc158650813][bookmark: _Toc158663603][bookmark: _Toc158030424][bookmark: _Toc158031314][bookmark: _Toc158085938][bookmark: _Toc158086035][bookmark: _Toc158973276][bookmark: _Toc158973316][bookmark: _Toc158973594][bookmark: _Toc159238136][bookmark: _Toc159238666][bookmark: _Toc161310074][bookmark: _Toc161997990][bookmark: _Toc166058322][bookmark: _Toc166068759]For transmission of ground-truth CSI samples, consider the performance of transmitting more samples, instead of fewer samples with higher resolution per sample (e.g., more samples with current parameter configurations for Rel-16 Type II, instead of less samples with a new parameter configuration for Rel-16 Type II), especially for cases that the overhead is more important, e.g., ground-truth data transfer for model monitoring or model update.

Two-sided Model interoperability issue
Inter-vendor collaboration and two-sided models
During RAN1#116 [3] and RAN1#116b [4], RAN1 has discussed different options for resolving Inter-vendor collaboration issues and had the following agreements:
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.

Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 
Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 
Conclusion:
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.
Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.
Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.





In light of these agreements, in the following we discuss different cases trying to compare the benefits and restrictions of each option.
[bookmark: _Ref161280717]Standardized reference model or dataset (Option-1)
As suggested during the RAN1#116b, although this scheme help on resolving the interoperability issue, it limits the performance of the model and also requires high specification effort. 
1- Performance:
 In Rel. 18, the observable gains were for the cases that we were able to train specialized model for each UE-NW vendor pairs. Some degradations have been observed when we had more than one UE or/and NW vendors. 
Furthermore, in Rel. 19, there are a few alternatives being considered to improve the performance of the CSI-Feedback models by developing models which can better match with the environment statistics, for example, by using localized model. 

In contrast, having standardized encoder/decoder, in fact, limit the flexibility of the model and the possibility of having cell/site specific models. Instead, in this scheme we have only one (or a few) models for all NW/UE vendors. 
It is therefore generally expected that having standardized encoder/decoder will have negative effect on the performance of the developed CSI-Feedback models.

2- Feasibility: 
In principle, for training of a two-sided CSI-feedback model, when we assume that there is an inter-vendor complexity, we are assuming that if we train “one model” between a pair of vendors, e.g., (UE-vendor-1, NW-vendor-2) it will not have a good performance for other vendor pairs, e.g., (UE-vendor-1, NW-vendor-3).  It was the reason that we have started this study on how to solve inter-vendor training complexity.

However, when we assume that there is a (a few) “standardized encoder/decoder” that everyone can use, it means that the performance of the standardized encoder/decoder should be acceptable for all vendor pairs, i.e., we should have been able to design a single (or a few) pre-trained model that its performance is acceptable for all vendors.

Of course, if such “standardized encoder/decoder” can be designed, it would resolve the inter-vendor complexity, however, it is not clear if generation of such model is possible at all.

Additionally, training data collection for “standardized encoder/decoder” should be further investigated. In one option, we can rely on simulations samples for development of the “standardized encoder/decoder”. 
· This option, however, seems not a good solution as the real-world data and simulation data might be very different. Plus, the strength of AI/ML models is to learn from the real data for exploration of further possibilities for compression. If we use all simulation data, existing legacy codebook type could be a good solution.  
· Alternative approach is somehow collecting real world data from different vendors and provide them during development of the standardized encoder/decoder. This option seems not that feasible also as it needs collaboration between many vendors and also may have some privacy issues.

[bookmark: _Toc166058323][bookmark: _Toc166068760][bookmark: _Toc161310086][bookmark: _Toc161998000]Due to performance limitation and also required high specification effort, we suggest deprioritizing Option 2 for inter-vendor training collaboration.

Common framework for exchange of weights/models/datasets (Option-3 to Option-5)
As discussed during RAN1#116b, these options are further partitioned into suboptions based on two criteria.
A) If the exchanged data can be used directly at the UE or it still needs further offline engineering
B) If the exchanged data represents information regarding the decoder model of the gNB or regarding the “local” encoder model of the gNB.
Before proving a table summarizing the benefit of each case, lets first analyze the benefit and complexities that we would have in choosing different options.
We will discuss these options based on the following criteria:
· Required signalling overhead
· Required specification efforts.
· Possibility of performance check
· Required offline engineering effort.

How to use information regarding the decoder model 
Before going to the details, this section presents how the UE can develop the encoder model if it receives the information regarding the decoder model:
· UE receives the decoder model/parameters: In this case, the UE can consider the received decoder model as the “local” decoder model, fix (freeze) its weights and then train the encoder model to match with the “local” decoder model. 
· UE receives a dataset representing the (CSI feedback, reconstructed target CSI): In this case, UE can use (CSI feedback, reconstructed target CSI) to first train the “local” decoder model, then it can fix (freeze) the weights of the trained local decoder model, and then, train the encoder model to match with the “local” decoder model.
Note: Note that to train the “local” decoder model we do need the pair of the “(CSI feedback, reconstructed target CSI)” and not the (CSI feedback, target CSI). The reason is that we want to construct the “local” decoder model that matches the “decoder model” that is already developed at the NW side (so we can later on train the appropriate encoder model). If we train the “local” decoder using (CSI feedback, target CSI), there is no guarantee that the resulted “local” decoder model being similar to the decoder model of the NW side.  

[bookmark: _Toc166058324][bookmark: _Toc166068761]UE can use information received for decoder model/parameters, to construct a “local decoder model”, then fix (freeze) the weights of that model and use that to train the encoder model.
[bookmark: _Toc166058325][bookmark: _Toc166068762]UE can use the dataset of (CSI feedback, reconstructed target CSI) to first construct a “local decoder model”, then fix (freeze) the weights of that model and use that to train the encoder model.
[bookmark: _Toc166058326][bookmark: _Toc166068763]It is important to have samples of the form (CSI feedback, reconstructed target CSI) and not (CSI feedback, target CSI) so the trained “local” decoder model can have a good match with the decoder model already trained at the gNB side.

Exchange of information regarding encoder model vs decoder model vs both models
Assuming that the gNB already trained the decoder model, one important discussion could be that what is the difference if we exchange information regarding the trained decoder model or regarding the trained “local” encoder model of the gNB.
· Signalling overhead and Specification complexity: There is no difference in this part between exchange of information regarding local encoder model vs decoder model
· Required offline engineering effort:
· If a UE vendor is okay to use the parameters received from the NW side without further testing, transmission of the encoder model/parameter can be helpful to reduce the offline- engineering effort.
· If UE vendors want to always preform offline engineering either they get the encoder or decoder model/parameter, there is not much difference between in complexity when receiving information about the encoder or the decoder.
[bookmark: _Toc166058327][bookmark: _Toc166068764]For cases that has a step for offline engineering, the offline engineering complexity is almost the same when the UE receives information regarding the encoder model or the decoder model.
· Possibility of performance check:
We are assuming that the NW has previously collected training data and used that information to train a local two-sided model, e.g., a decoder and a “local encoder”. Then the NW can use the trained decoder and also further provide the UEs with information regarding the “trained local encoder” or the “trained decoder”. 
a. Exchange information regarding trained local encoder model: 
With this information the UE can develop an encoder to act similar to encoder for which is  has received information. We expect that this trained encoder at the UE side (along with the decoder at the NW) has good performance for the UE (UE types) which are observed during the training. However, if we have a new UE (UE types), which has not been present during the training data collection, the performance of the “encoder” and the “decoder” is not clear (As the statistics of the inputs of the new UE might be different from what has been observed during the training time).
b. Exchange information regarding trained decoder model:
Receiving the “decoder model”, the UE side can train/develop the encoder model that matches with the “decoder model” this approach ensures consistency of the trained encoder model with the NW side decoder model; and also ensures that the two-sided model works effectively for even the new UE (UE types) as it can adapt the encoder to match the UE input distribution if needed.
c. Exchange information regarding both trained encoder and decoder models:
To our understanding, in cases that have the offline engineering step, even when the UE gets the information regarding both the “local encoder” and the decoder, it still should use the information related to the decoder to train the encoder model and there is no particular use for the transmitted local encoder model. So, we believe we can deprioritize these solutions.

[bookmark: _Toc166058328][bookmark: _Toc166068765][bookmark: _Hlk165992756]For cases that has a step for offline engineering, receiving information regarding the decoder model enables the UE to evaluate the performance of the resulted two-sided model and therefore the encode model can be used for new type UEs which their input data statistics have not been observed during the data collection/training step.
[bookmark: _Toc166058329][bookmark: _Toc166068766]For cases with offline engineering, prioritize schemes based on exchange of information regarding the decoder model over options exchanging information of encoder model. It is since, both methods have almost similar 1) signaling overhead, 2) specification complexity, and 3) offline training complexity, while sharing of the decoder model enables the UE to evaluate the performance of the trained encoder model.
[bookmark: _Toc166058330][bookmark: _Toc166068767]For options based on exchange of information for both encoder and decoder model, we do not expect better performance compared to cases with exchange of only decoder model. Therefore, we suggest deprioritizing Option 3-3, 4-3, and 5-3 in favor of Option 3-2, 4-2, and 5-2, respectively, due to its higher overhead. 
We also note that, the same conclusion is valid when we are exchanging the dataset for training of the encoder model. In other words, exchange of dataset associated with the decoder model enables the UE to construct a “local” decoder model to match the NW decoder model. The developed model (with freezed weights) then can be used for training/development of the encoder model. This way, there will be a possibility of checking the performance of the encoder model.
[bookmark: _Toc166068768][bookmark: _Toc166058331]Receiving dataset related to the decoder model, i.e., (CSI feedback, reconstructed target CSI) samples, enables the UE to evaluate the performance of the encoder mode (and the resulted two-sided models). 
[bookmark: _Toc166058332][bookmark: _Toc166068769] 	Prioritize options based on exchange of information regarding the decoder model, i.e., (CSI feedback, reconstructed target CSI) samples (Option 4-2), over exchange of information regarding the encoder model, i.e., (target CSI,  CSI feedback) samples (Option 4-1) .

Exchange of information to be used directly at the UE or needs offline engineering
Direct use of the encoder parameter at the UE (without offline engineering) reduces the intervenor complexity and also the UE side does not need to develop encoder model; instead, it just uses the model parameters that it receives from the NW side.
Although this approach simplifies the process, having only the encoder parameters the UE is not able to test the performance of the encoder model (constructed using the received parameters). This is in fact an important drawback and should be studied further.
[bookmark: _Toc166058333][bookmark: _Toc166068770]Despite potentially much lower complexity, direct use of received parameters (instead of offline engineering) may result in UE encoder with not acceptable performance. Further study is needed in this regard.
[bookmark: _Toc166058334][bookmark: _Toc166068771]Until further investigation, give higher priority to options based on offline engineering over options based on direct use of parameters. 

Exchange of complete model or only model parameters 
The main difference of the two options are in a) the signalling overhead 2) the amount of specification efforts. More accurately, 
· Exchange of model parameters only:
· It has less signalling overhead as there is no need for sending the model structure
· It needs more specification effort as we need to agree and standardize a particular model structure (at least in option 3.b).
· Exchange of complete model parameters: 
· It has more signalling overhead due to the need for sending the model structure
· No need for agreement on the model structure.
Although the exchange of model parameters only can reduce the signalling overhead, as it needs to have a fixed standardized model structure it may limit the future possible enhancement of the scheme. It also  needs relatively complicated discussion on determining the common standardize model structure.

[bookmark: _Toc166058335][bookmark: _Toc166068772]The need for fixed standardized model structure for scheme based on exchange of model parameters may limit the future possible enhancement of the scheme and may need relatively lengthy discussion on determining the common standardize model structure. 
[bookmark: _Toc166058336][bookmark: _Toc166068773]Prioritize schemes based on exchange of complete model (or options based on dataset exchange) over options based on exchange of model parameters only.

The following table summarizes the above discussion. 
[bookmark: _Toc166058337][bookmark: _Toc166068774]Capture the following table comparing different options based on different criteria. The most important negative and positive points are highlighted with red and green color, respectively.
	
	Required signalling overhead
	Required specification efforts
	Possibility of Performance Check
	Offline engineering

	Encoder model
	With offline engineering
	3a-1
	Low
	High
	No
	Needed

	
	
	5a-1
	Moderate
	Low
	No
	Needed

	
	
	4-1
	High
	Moderate
	No
	Needed

	
	No offline engineering
	3b
	Low
	High
	No
	No need

	
	
	5b
	Moderate
	Low
	No
	No need

	Decoder model
	With offline engineering
	3a-2
	Low
	High
	Yes
	Needed

	
	
	5a-2
	Moderate
	Low
	Yes
	Needed

	
	
	4-2
	High
	Moderate
	Yes
	Needed

	Both encoder and decoder
	With offline engineering
	3a-3
	Sum of overheads needed for respective ()-1 and ()-2 cases
	Sum of the specification efforts needed for respective ()-1 and ()-2 cases
	Yes
	Needed

	
	
	5a-3
	
	
	Yes
	Needed

	
	
	4-3
	
	
	Yes
	Needed



[bookmark: _Toc166058338][bookmark: _Toc166068775]Based on the above observations and proposals, we suggest to prioritize options 1) with offline engineering and 2) are based on transfer of the decoder models, i.e., Options 3a-2, 5a-2 and 4-2. Among these options, to enable possibilities for future enhancement, we propose to further prioritize options 5a-2 and 4-2 (highlighted in the table).


Pairing of the correct UE-side and the NW-side models
During the Rel. 18 AI/ML air-interface SI, there have been discussions regarding how we can identify the correct UE and NW parts of a two-sided model (assuming that there are different models developed for different network conditions).  The following are different options have been identified to enable the UE and the NW to select a matching CSI generation and reconstruction model(s).

	· In CSI compression using two-sided model use case, feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB is studied. At least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
-	Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
-	Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
-	Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
-	Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
-	Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
-	Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 




As we have discussed in Section ‎2.1, a model that is trained with a few dataset(s), in fact, is optimized for the statistics of the data samples exist in that dataset(s). Therefore, the applicability of each model can be determined based on the samples of the dataset(s) used for training of that model. 
Based on this, a model can be identified based on its applicable conditions/additional conditions. The advantage of this method is that during the inference, and to determine which model is applicable, there is no need for separate procedure; since as long as the UE/NW-node knows the current conditions/additional conditions it can determine which model can be used.  
Note that this conclusion is not limited to one-sided models and equivalently applicable for two-sided models and how they can be activated and paired. 
[bookmark: _Toc158650820][bookmark: _Toc158663620][bookmark: _Toc158650821][bookmark: _Toc158663621][bookmark: _Toc158973287][bookmark: _Toc158973327][bookmark: _Toc158973605][bookmark: _Toc159238148][bookmark: _Toc159238678][bookmark: _Toc161310089][bookmark: _Toc161998003][bookmark: _Toc166058339][bookmark: _Toc166068776]The applicability of a model can be determined based on the conditions/additional conditions under which the samples of the dataset used for training of the model has been collected. 
To be more specific, assume that there exists a method for association of each sample/group of samples with conditions/additional conditions under which they have been collected, section ‎2.1. For simplicity, we use (data collection) configuration parameters to refer to the set of conditions/additional conditions under which they have been collected. These configuration parameters can include some parameters from the UE side and also some parameter from the gNB side which has been communicated with the UE. 
Each model is then trained using one or a few datasets or subsets of datasets, therefore, it is possible to determine the configuration parameter of the samples which are used to train the model. Similar to the datasets, we can associate a metadata to a model representing the configuration parameters of the samples that it has been trained for.
In summary, 
· Configuration parameter of a sample: Conditions/additional conditions of the UE and gNB under which a set of samples are collected. 
· Model Metadata: set of configuration parameter of samples used during the training of the model.
For example, for the CSI compression use-case, consider a UE which collects data under two different conditions, like two different bandwidth and two different bandwidths. A UE can collect data under two different bandwidths and two different beamforming codebooks. In this case, a UE can associate the collected samples:
· At a first period with configuration parameters like: 
{#ofUEantennaPort and Polarization, Carrierfrequency1, Bandwidth1, Rank1, #ofgNBantennaPort1 and Polarization1} 
· In the other period with another configuration parameters like:
{#ofUEantennaPort and Polarization, Carrierfrequency1, Bandwidth2, Rank1, #ofgNBantennaPort1 and Polarization1}. 
For simplicity we can also represent the first configuration parameters with ID1 and the second configuration parameters with ID2.
The UE can then create a dataset contains all these samples and their associated configuration parameter and send it to a gNB side node for training. The gNB side node may also receive datasets form other UEs and then create one model, e.g., , using data samples of both bandwidths 1 and 2. The trained model then is applicable for both configuration parameters, and therefore, the model metadata would be the set of two configuration parameters, or for simplicity we can represent using  and , i.e.,  .
We note that here we are not assigning a new ID or parameters to  and its metadata is generated from the configuration parameters of the samples it has been used for training of the model.
With this information, during the inference time, the UE can determine its current configuration parameters based on its current parameters (Conditions/additional conditions) and also current parameters (Conditions/additional conditions) from the gNB side which has been communicated with the UE. The UE can then compare the current configuration parameters with the Metadata of the models it has and select the model which is the best match.
Similar scheme can be applied for two-sided models as the encoder models and the decoder model each will be associated with the metadata showing the configuration parameters of the samples of the dataset they have been trained for. 
During the inference phase, the current configuration parameters of the UE and the gNB is based on the parameters of both UE and gNB, therefore, after they select their appropriate model based on the metadata of their available model and their current configuration parameters, the activated model will be the correct pair. 
So, if we can determine a procedure for association of the conditions/additional conditions to the samples during data collection, it can be directly used as the pairing information needed for determining the correct matching encoder/decoder models.
[bookmark: _Toc158085949][bookmark: _Toc158086043][bookmark: _Toc158650822][bookmark: _Toc158663622][bookmark: _Toc158973288][bookmark: _Toc158973328][bookmark: _Toc158973606][bookmark: _Toc159238149][bookmark: _Toc159238679][bookmark: _Toc161310090][bookmark: _Toc161998004][bookmark: _Toc166058340][bookmark: _Toc166068777]Support definition of pairing information based on the conditions/additional conditions assigned to the samples of the datasets used for training of the model.

	Identification of the UE/NW vendor during the inference phase
Offline training is the main training scheme considered during the Rel. 18 SI. In offline training, especially when we have two sided models, it is assumed one UE-side node from vendor A and one NW-side node from vendor-B participate during the training phase and develop a complete mode . Later one UE vendor-A can develop another mode  (for the same use-case) in participation with NW vendor C.
Such training of multiple models (for a certain use-case) between different UE and NW vendors may improve the performance of the model as each model can capture the statistics of the certain UE-NW pair and also construction of several models simplifies the cross-vendor efforts during the training time. 
Now the UE-side has the two models of  and  which corresponds to NW-vendor B and NW-vendor C, respectively. The main challenge is during the inference time (when the UE is in the field) and is connected to a network, it does not know the vendor of the gNB it is connected to (due to transparency reasons). The main issue then how the UE should select the appropriate model. 
[bookmark: _Toc158085950][bookmark: _Toc158086044][bookmark: _Toc158650823][bookmark: _Toc158663623][bookmark: _Toc158973289][bookmark: _Toc158973329][bookmark: _Toc158973607][bookmark: _Toc159238150][bookmark: _Toc159238680][bookmark: _Toc161310091][bookmark: _Toc161998005][bookmark: _Toc166058341][bookmark: _Toc166068778]	Having different model between different UE-NW vendors has some advantages (e.g., higher performance, less cross-vendor efforts during training); however, it is not clear how the UE/gNB can determine the identity (e.g., vendor) of the connected gNB/UE during the inference time (due to the transparency requirements) 
[bookmark: _Toc158085951][bookmark: _Toc158086045][bookmark: _Toc158650824][bookmark: _Toc158663624][bookmark: _Toc158973290][bookmark: _Toc158973330][bookmark: _Toc158973608][bookmark: _Toc159238151][bookmark: _Toc159238681][bookmark: _Toc161310092][bookmark: _Toc161998006][bookmark: _Toc166058342][bookmark: _Toc166068779]Further study model identification/selection procedures during inference time when different models have been developed for different UE-NW vendor pairs.  





Training of two-sided models

Type-3 model training   
	To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.

· For CSI compression using two-sided model use case, considered AI/ML model training collaborations include: 
-	Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
-	Type 2: Joint training of the two-sided model at network side and UE side, respectively.
-	Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the NW-side CSI reconstruction part are trained by UE side and network side, respectively.
-	Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
-	Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training
-	Note: training collaboration Type 2 over the air interface for model training (not including model update) is concluded to be deprioritized in Rel-18 SI. 

· For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
-	Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
-	Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
-	Companies to report Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable. Also report the Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
-	Step3: UE side trains the UE side CSI generation part based on the received set of information
-	Other Type 3 NW-first training approaches are not precluded 
· For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
-	Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
-	Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
-	Companies to report Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable. Also, report the Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization.
-	Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
-	Other Type 3 UE-first training approaches are not precluded

· Table 5.1-2 captures the pros/cons of training collaboration Type 2 and Type 3 for CSI compression using two-sided model use case.
Table 5.1-2: Pros and Cons of training collaboration Type 2 and Type 3
	Characteristics \ Training Types
	Type 2
	Type 3

	
	Simultaneous
	Sequential  
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (Note 1)
	Yes (Note 1)
	Yes (Note 1)
	Yes (Note 1)

	Whether requires privacy-sensitive dataset sharing
	No (Note 2)
	No (Note 2)
	No (Note 2)
	No (Note 2)

	…
	…
	…
	…
	…







As can be seen in the above agreements, 	Type 3 training is defined as a scheme in which UE side (CSI generation part) and the NW-side (CSI reconstruction part) are separately trained by UE side and network side. Two example procedures have been also discussed for 	Type 3 training, namely UE-first training and NW-first training. 
We wanted emphasis that the presented UE-first training and NW-first training in Rel. 18 are only example implementation of Type-3 approach. Thus, any other method which ensures the possibility of separate training of the UE-side and gNB-side of the models can be still considered as Type-3 training.
[bookmark: _Toc158663604][bookmark: _Toc158973277][bookmark: _Toc158973317][bookmark: _Toc158973595][bookmark: _Toc159238137][bookmark: _Toc159238667][bookmark: _Toc161310075][bookmark: _Toc161997991][bookmark: _Toc166058343][bookmark: _Toc166068780]Rel. 18 example UE-first and NW-first training approaches are only example implementation of Type-3 scheme, any other method which ensures the possibility of separate training of the UE-side and gNB-side of the models can be still considered as Type-3 training.
The general training collaboration Type-3 can be explained as the following:
· Part1: UE side trains the UE side CSI generation part using a dataset it has received. 
· Part2: NW side trains the UE NW side CSI reconstruction part using a dataset it has received. 
Note that usually Part1 and Part2 are executed sequentially one after the other, and the dataset that is used for training of each side can be based on the model that has been trained in the previous step. A few different implementations of type-3 have been presented in Section 3.1.1 and 3.1.2.

[bookmark: _Toc161997992][bookmark: _Toc166058344][bookmark: _Toc166068781][bookmark: _Toc158663605][bookmark: _Toc158973278][bookmark: _Toc158973318][bookmark: _Toc158973596][bookmark: _Toc159238138][bookmark: _Toc159238668][bookmark: _Toc161310076]Add the following explanations to better explain the Type-3 of training collaboration approach.
Training collaboration Type-3 can be explained as the following: 
Part1: UE side trains the UE side CSI generation part using a dataset it has received. 
Part2: NW side trains the NW side CSI reconstruction part using a dataset it has received. 
Note that usually Part1 and Part2 are executed sequentially one after the other, and the dataset that is used for training of each side can be based on the model that has been trained in the previous step. 

In Rel. 18 SI, the pros and cons of different Training collaboration types have been discussed as well. In that comparison, instead of general Type-3, we have only discussed the two example UE-First and NW-First scheme. To have a correct comparison, we should include a column specifying the pros and cons of the general Type-3 as well.
[bookmark: _Toc158663606][bookmark: _Toc158973279][bookmark: _Toc158973319][bookmark: _Toc158973597][bookmark: _Toc159238139][bookmark: _Toc159238669][bookmark: _Toc161310077][bookmark: _Toc161997993][bookmark: _Toc166058345][bookmark: _Toc166068782] Add the Pros and cons of the general training collaboration Type-3 (Proposal 4) to the table of Technical Report where we compare the Pros and Cons of different training collaboration Types.
 
A few entries of the table have been marked as “No Consensus”. In the following we first review does items:
· Extendibility: to train new UE-side model compatible with NW-side model in use.
· Extendibility: To train a new NW-side model compatible with a UE-side model in use

[bookmark: _Ref159028320]Extendibility: To train a new UE-side model compatible with a NW-side model in use
[bookmark: _Toc146613018]In this case, it is assumed that the set of UE nodes and the NW nodes are already trained, i.e.,
· [bookmark: _Toc146613019]The  network side node, has its trained decoder model, e.g.,  
· [bookmark: _Toc146613020]The  UE side node, has its trained encoder model, e.g., 
[bookmark: _Toc146613021]One question arises: if a new UE is added to the set of UE nodes, can this new UE node be trained using Type-3 training approach so that it is compatible with the current NW-side models? We address this question for both cases that they current set of UE and NW nodes has been trained using UE-first or NW-first training approaches in the sequel.
[bookmark: _Ref146563590]Case 1: the nodes have been trained using Rel. 18 UE-first approach:
[bookmark: _Toc146613022][bookmark: _Toc146613023]Due to the Rel. 18 UE-first assumption, in this case, beside  and , the  UE side node also has a trained nominal decoder model, e.g., . Given that, the new UE node can be trained as shown in the following steps:
1. [bookmark: _Toc146613024]Each of the NW nodes, e.g., the  NW node, generates a set of samples, where each sample is a pair , where is the input of  and 
2. [bookmark: _Toc146613025]The new UE node collects all samples from all network nodes to construct the training set, .
3. [bookmark: _Toc146613026]The new UE node uses the training set  to train a local decoder model, e.g., .
4. [bookmark: _Toc146613027]The new UE node then constructs a local two-sided model using , where the weights of  are fixed based on the result of Step 3. The UE node then trains the local two-sided model, i.e.,   using the training dataset composed of samples of the form   where is the input of the two-sided model and  is the expected output. 
5. [bookmark: _Toc146613028]The trained is the encoder model that the new UE node should use, which is compatible with the existing decoders of the NW-side models.
[bookmark: _Toc146613029][bookmark: _Toc146622105][bookmark: _Toc146622928][bookmark: _Toc158031318][bookmark: _Toc158085942][bookmark: _Toc158086036][bookmark: _Toc158650814][bookmark: _Toc158663607][bookmark: _Toc158973280][bookmark: _Toc158973320][bookmark: _Toc158973598][bookmark: _Toc159238140][bookmark: _Toc159238670][bookmark: _Toc161310078][bookmark: _Toc161997994][bookmark: _Toc166058346][bookmark: _Toc166068783]When Rel. 18 UE-first training is applied, it is feasible to use Type-3 to train the encoder of a new UE node to be compatible with the current NW-side models. 
[bookmark: _Toc159237529][bookmark: _Toc159237583][bookmark: _Toc159237609][bookmark: _Toc159238141][bookmark: _Toc159238671][bookmark: _Toc161310079]We note that this approach is maybe not the UE-first approach exactly as in Rel. 18 UE-first “UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly”, while in this approach the UE first generates the UE side CSI reconstruction part, then fixes it and then trains the UE side CSI generation part.  Note that this approach is still a Type-3 training as the UE-side and NW-side can separately train their model.  

[bookmark: _Ref146567487]Case 2: the nodes have been trained using NW-first approach:
[bookmark: _Toc146613030][bookmark: _Toc146613031]Due to the Rel.18 NW-first assumption, beside  and , the  NW node also has a trained nominal encoder model, e.g., . In this case, to train the new UE node, we can follow the steps below:
1. [bookmark: _Toc146613032]Each NW node, e.g., the  NW node, generates a set of samples, where each sample is a pair , where is the input of  and 
2. [bookmark: _Toc146613033]The new UE node collects all samples from all NW nodes to construct the training set, .
3. [bookmark: _Toc146613034]The new UE node uses the training set  to train the encoder model to generate samples similar to the input/output pairs received in the training set, i.e., train  such that  in   becomes, close to , on average.
4. [bookmark: _Toc146613035]The trained is the encoder model that the new UE node should use, which is compatible with the existing decoders of the NW-side models.
[bookmark: _Toc146613036][bookmark: _Toc146622106][bookmark: _Toc146622929][bookmark: _Toc158031319][bookmark: _Toc158085943][bookmark: _Toc158086037][bookmark: _Toc158650815][bookmark: _Toc158663608][bookmark: _Toc158973281][bookmark: _Toc158973321][bookmark: _Toc158973599][bookmark: _Toc159238142][bookmark: _Toc159238672][bookmark: _Toc161310080][bookmark: _Toc161997995][bookmark: _Toc166058347][bookmark: _Toc166068784]When Rel.18 NW-first training is applied, it is feasible to use Type-3 to train the encoder of a new UE node to be compatible with the current NW-side models. 

Extendibility: To train a new NW-side model compatible with a UE-side model in use
[bookmark: _Toc146613037]In this case, we assume a set of UE nodes and NW nodes that are already trained, i.e.,
· [bookmark: _Toc146613038]The  network side node, has its trained decoder model, e.g.,  
· [bookmark: _Toc146613039]The  UE side node, has its trained encoder model, e.g., 
[bookmark: _Toc146613040]The question we address in the sequel is as follows: if a new NW node is added, can we train that node to be compatible with the current UE-side models? We discuss this question under both UE-first and NW-first approaches.
When the nodes have been trained using UE-first or NW-first approaches:
[bookmark: _Toc146613041]In this case, whether the nodes have been trained using Rel. 18 UE-first or NW-first approaches, a common set of steps can be followed to train the new NW node so as to ensure compatibility, as follows:
1. [bookmark: _Toc146613042]Each of the UE nodes, e.g., the  UE node, generates a set of samples, where each sample is a pair , where is the output of the encoder model,  and  is the expected output of the two-sided model associated with 
2. [bookmark: _Toc146613043]The new NW node collects all samples from all UE nodes to construct the training set, .
3. [bookmark: _Toc146613044]The new NW node uses the training set  to train a decoder model, e.g., , so as to generate samples similar to the input/output pairs received in the training set, i.e., train  such that  in   becomes close to , on average.
4. [bookmark: _Toc146613045]The trained is the decoder model that the new NW node should use, which is compatible with the existing encoders of the UE-side models.
[bookmark: _Toc146613046][bookmark: _Toc146622107][bookmark: _Toc146622930][bookmark: _Toc158031320][bookmark: _Toc158085944][bookmark: _Toc158086038][bookmark: _Toc158650816][bookmark: _Toc158663609][bookmark: _Toc158973282][bookmark: _Toc158973322][bookmark: _Toc158973600][bookmark: _Toc159238143][bookmark: _Toc159238673][bookmark: _Toc161310081][bookmark: _Toc161997996][bookmark: _Toc166058348][bookmark: _Toc166068785]When Rel. 18 NW-first or UE-first training is applied, it is feasible to use Type-3 to train the decoder of a new NW node to be compatible with the current UE-side models.

[bookmark: _Toc158663610][bookmark: _Toc158663611][bookmark: _Toc158663612][bookmark: _Toc158663613][bookmark: _Toc158663614][bookmark: _Toc158663615][bookmark: _Toc158973283][bookmark: _Toc158973323][bookmark: _Toc158973601][bookmark: _Toc159238144][bookmark: _Toc159238674][bookmark: _Toc161310082][bookmark: _Toc161997997][bookmark: _Toc166058349][bookmark: _Toc166068786]	We propose the addition of the following column for Type-3 Training to Table 5.1-2 of the technical report TR 38.843. The highlighted part are the ones that need change.
Table 5.1-2: Pros and Cons of training collaboration Type 3
	Characteristics \ Training Types
	Type 3

	
	NW first
	 UE first
	General form

	Whether model can be kept proprietary 
	Yes (Note 1)
	Yes (Note 1)
	Yes (Note 1)

	Whether requires privacy-sensitive dataset sharing
	No (Note 2)
	No (Note 2)
	No (Note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	[Semi] flexible except for UE defined scenarios. (Note 3) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (Note 3). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  

	[Semi] flexible if no assistance information is needed.

If assistance information is needed, [Semi] flexible if assistance information is supported and available

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes

	Model update flexibility after deployment (Note 4)
	Semi-flexible
	Semi-flexible
	Semi-flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors (Note 5)
	Yes. Performance refers to observations in "NW first training, 1 NW part model to 1 UE part model, same backbone" and "NW first training, 1 NW part model to 1 UE part model, different backbones" of clause 6.2.2.5.
	Yes. Performance refers to observations in "UE first training, M>1 UE part models to 1 NW part model" of clause 6.2.2.5.
	

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (Note 6)
	Yes. Performance refers to observations in "NW first training, 1 UE part model to N>1 NW part models" of clause 6.2.2.5.
	Yes. Performance refers to observations in "UE first training, 1 NW part model to 1 UE part model, same backbone". And "UE first training, 1 NW part model to 1 UE part model, different backbones" of clause 6.2.2.5.
	

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Support
	No consensus
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No consensus
	Support
	Support

	Whether training data distribution can match the inference device
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible

	Model performance
	Performance refers to clause 6.2.2
	Performance refers to clause 6.2.2
	



Iterative Type-3 training
As indicated in TR 38.843 the performance of separate training Type-3 approach may result in slightly worse performance compared to joint training for example when there is mismatch between the model structures that are used in encoder (and so the nominal decoder) and the actual decoder used at the NW-side. Additionally, we have previously showed that the difference between the Proxy-model and the actual CSI reconstruction part may result in lower performance of UE-side model monitoring [5].  
One possible explanation to such behaviour is that in separate training the “encoder” at the UE-side is designed based on the “UE-side nominal decoder” at the UE-side while the “actual decoder” at the NW-side which may have a different structure or trained additionally with another training dataset (coming from another vendor). The loss of type-3 training is therefore mainly the fact that the encoder is designed assuming that the actual decoder will be similar to the nominal decoder (which is not a correct assumption sometime.) 
One approach to improve the performance of the separate training and resolve the possible UE-side monitoring issue would be to try to have a better match between the “UE-side nominal decoder” and the “actual decoder” at the NW-side.  
Of course, sharing the “actual decoder” with the UE-side would be the easiest way to remove this mismatch. This scheme, though, may not be practical in case that the UE and NW-sides employ proprietary models.
As an alternative, after training of the “actual decoder” at the NW-side	, the NW-side can transmit a set of samples back to the UE-side. Each sample in this set shows “the input” and the “output” (not the expected output) of the “actual decoder” at the NW-side. The UE uses this dataset to retrain the “UE-side nominal decoder” such that it is a better match to the “actual decoder” at the NW-side. At the next step, the UE retrain the “encoder” using the retrained “UE-side nominal decoder”. This way, the UE generates samples which are a better match to the “actual decoder” at the NW-side. This process can be repeated again.
The summary of “iterative separate training” is as the following:
1- UE-side trains the two models, encoder and UE-side nominal decoder, jointly. 
Training data is the set of where  and  represent the input of the encoder and the “expected output” of the “nominal decoder”, respectively. 
2- Each UE-side transmits set of samples of the form  to the NW-side where  and  represent the “input” and the “expected output” of the “nominal decoder”, respectively; and is determined as the output of the encoder, i.e., . 
3- The NW-side uses the samples received from all UE-sides to train its “decoder”.
4- The NW-side sends samples to each UE-side representing the “input” and “output” of the “decoder”, i.e., where  are similar to the samples of “Set1” and .
Note that  is the output of the decoder not the expected output of the decoder.
5- Each UE-side retrains its respective “UE-side nominal decoder” using the received samples from the NW-side (or all samples received from all NW-sides in case there are multiple NW-sides)
6- Each UE-side retrains the “encoder” based on its updated “UE-side nominal decoder” (with frozen weights).
7- The process can be stopped, or each UE-side can send another set of samples representing the input and expected output of the UE-side nominal decoder to the NW-side and repeat the process.
This process in one iteration can be viewed in the following high-level diagram for a simple example of one-UE side and one gNB-side in one iteration:
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In fact, using steps 4-5, the UE can adapt its nominal decoder model to be a better representative of the actual decoder model (without knowing its actual structure). This will help better training of the encoder and improved performance.
Three important notes regarding “iterative separate training”:
Note-1: We wanted to emphasize that “iterative separate training” is different from the cases of simultaneous (case-1) or sequential (case-2) joint-training that are previously discussed (‘Proposal 3.2.1’ in FL’s summary, R1-2301940). In joint training, the NW-side and UE-sides are trained at the same time, and the exchanged data are gradients-based. In “iterative separate training”, however, the UE and the NW-sides are trained separately, and the exchanged data are samples.
Note-2: Although iterative separate training can be used for online update of the model, the above description is mainly for initial offline training without over-the-air data exchange.
Note-3: There is no need for access to the new data in different iterations. It is the same dataset “D” (and its latent representations) that is used in all the steps. 
To see the performance of the “iterative separate training”, we have used this scheme to train a multi-vendor scenario where we assume that the UE-vendor A uses transformer block while UE-vendor B and the NW uses Residual blocks, more accurately,
a. UE-side Vendor A:  
i. Encoder structure with 3 Transformer blocks 
ii. UE-side nominal Decoder structure has 3 Transformer blocks 
iii. Dataset set of UEs of the first dataset (group one)
b. UE-side Vendor B:  
i. Encoder structure with 3 Residual blocks 
ii. UE-side nominal Decoder structure has 3 Residual blocks 
iii. Dataset set of UEs of the second dataset (group two)
c. NW-side:  
i. Decoder structure with 15 Residual blocks 
ii. Combination of data received from vendors A and B
The results are reported in Table 6, where the performance of the Type-3 Rel. 18 UE-first approach has been compared with the performance of the Iterative separate training.

Table 6. Simulation results for Multi-vendor cases with iterative separate training
	
	SGCS
Separate training
	SGCS
Iterative Separate training

	UE-Vendor A
	87.2
	89.4

	UE-Vendor B
	88.8
	89.5



[bookmark: _Toc142048789][bookmark: _Toc142048903][bookmark: _Toc142049047][bookmark: _Toc142049088][bookmark: _Toc142049150][bookmark: _Toc142380965][bookmark: _Toc158030428][bookmark: _Toc158031322][bookmark: _Toc158085946][bookmark: _Toc158086040][bookmark: _Toc158650818][bookmark: _Toc158663616][bookmark: _Toc158973284][bookmark: _Toc158973324][bookmark: _Toc158973602][bookmark: _Toc159238145][bookmark: _Toc159238675][bookmark: _Toc161310083][bookmark: _Toc161997998][bookmark: _Toc166058350][bookmark: _Toc166068787]Iterative separate training recovers the loss due to mismatch between different vendors.  The mismatch could be due to mismatch between the between the nominal decoder (assumed) at the UE side and the actual gNB decoder. 
Note that:
1- Here we describe the method when we have multiple UE vendors and single NW-side-vendor and when we have used UE-first scheme.  Similar “iterative separate training” can be used also for the NW-first case, multiple UE-side and multiple NW-side as well.
2- The gain that we observe is not only due to having more training data, it is also because that the “UE-side nominal decoder” is a better representative of the “actual decoder” at the NW-side and therefore the “encoder” can be better trained.
[bookmark: _Toc158663618][bookmark: _Toc158663619][bookmark: _Toc158973286][bookmark: _Toc158973326][bookmark: _Toc158973604][bookmark: _Toc159238147][bookmark: _Toc159238677][bookmark: _Toc161310085][bookmark: _Toc161997999][bookmark: _Toc166058351][bookmark: _Toc166068788]Study the performance gains, and the extra training costs incurred by, “iterative separate training” as a potential method to improve the performance of single step Type-3 training.
Temporal domain aspects of CSI compression
During RAN1#116 [3], RAN1 has discussed different temporal domain aspects of AI/ML-based CSI compression.
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes


Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.



Furthermore, the following was agreed in RAN1#116bis [4]
	Conclusion
In Rel-19 study of temporal domain aspects of AI/ML-based CSI compression using two-sided model, CSI prediction that is performed entirely at NW-side is deprioritized.


In our understanding, both Case 0 and Case 1 correspond to inference of present CSI without using past CSI at the network, where in Case 0 the UE only uses the most recent CSI-RS measurement for inference and in Case 1 the UE uses multiple past CSI-RS measurements. We would like to note that both Case 0 and Case 1 correspond to legacy CSI reporting configuration modes with time restriction for channel measurement being configured or not configured, respectively. Also, even in the case where the time restriction for channel measurement is not configured, it is up to UE implementation whether to compute the CSI based on the single most recent CSI-RS transmission occasion or the K most recent CSI-RS transmission occasions, where K>1. We prefer that the AI/ML study does not address the UE implementation issue, and that only one of the two cases is supported, where we slightly prefer deprioritizing Case 1 to avoid notable variations in performance caused by adopting different CSI measurement aggregation approaches, which is not the core scope of this study. 
[bookmark: _Toc166058352][bookmark: _Toc166068789]Both Case 0 and Case 1 for temporal domain aspects of AI/ML-based CSI compression using two-sided model correspond to different legacy CSI reporting configuration modes and can be considered as baseline for the study of AI/ML-based temporal CSI compression.
On the other hand, in Case 2, both the UE side and the network side use past CSI measurements and past CSI feedback, respectively, to infer present CSI, i.e., CSI that coincides with the most recent transmission occasion. At the UE, using past CSI measurements to infer the present CSI is only beneficial in case of non-ideal channel estimation, i.e., the past CSI can help reduce the impact of the noise aggregated to the present channel measurement. Similarly, using past CSI feedback at the network side to infer present CSI is also helpful to combat the CSI feedback noise caused by imperfect CSI reconstruction caused by the CSI generation technique or the non-ideal CSI feedback channel, e.g., due to CSI omission or UCI-bearing packet loss. In our opinion, the previous scenarios are corner cases that should not be prioritized in this phase of the study. Moreover, using past CSI feedback at the network side to infer present CSI leads to error propagation at the CSI reconstruction model leading to detrimental impact on performance. 
[bookmark: _Toc166058353][bookmark: _Toc166068790]Case 2 for temporal domain aspects of AI/ML-based CSI compression using two-sided model, is beneficial in corner scenarios where the CSI feedback is partially or fully dropped.
[bookmark: _Toc166058354][bookmark: _Toc166068791]Case 3 corresponds to UE-based CSI prediction, where the UE feeds back multiple CSIs within a CSI report, where the multiple CSIs correspond to slots after the CSI reference resource. Note that Case 3 resembles the CSI prediction approach of the Rel-18 Doppler codebook, where an observation window and a prediction window are configured for the UE, the observation window is a duration where the UE receives multiple CSI-RSs for channel measurement, and the prediction window is the time duration mapped to the multiple CSIs that are reported in the CSI report. Case 3 for temporal domain aspects of AI/ML-based CSI compression using two-sided model correspond to UE-based CSI prediction and NW-based CSI prediction, where the UE reports compressed CSI corresponding to future slots or past slots, respectively.
Case 4 corresponds to hybrid CSI prediction, where both the UE side and the network side use past CSI to cooperatively generate future CSI, i.e., both the UE side and the network side contribute to the CSI prediction. This case is significantly more complex than Case 3, and includes multiple sub-cases, with respect to the role of the gNB and UE sides on prediction. It was agreed, however, that entirely NW-based CSI prediction is deprioritized for this agenda, and hence past CSI knowledge at the NW side can help be mainly used for improving the UE-based CSI prediction outcome, e.g. via extrapolation of the predicted CSI. 
In Case 5, the UE feeds back multiple CSIs corresponding to slots that precede the CSI reference resource, where the network uses the past CSIs to infer the present CSI. For infering present CSI, the use of past CSI by the NW side is not motivated enough, unless the CSI measured at the UE incurs notable channel estimation error. The relevance of Case 5 to the objective of this study is not clear, and hence our preference is to deprioritized Case 5.
Given that, our preference is to prioritize Case 2 and Case 3 for temporal domain aspects of AI/ML-based CSI compression using two-sided model. Case 4 needs further discussion to narrow down the scope and underlying scheme details
[bookmark: _Toc166058355][bookmark: _Toc166068792]Prioritize Case 2 and Case 3 for temporal domain aspects of AI/ML-based CSI compression using two-sided model.
 In Rel-19 agenda 9.2.2, AI/ML-based CSI prediction using one-sided model is being studied, where the scope is limited to UE-sided models only. While Case 3 discussed above corresponds to two-sided CSI prediction model, the framework across the two agendas should be aligned as much as possible. For example, a common definition of the observation window, prediction window, the CSI resolution in time and frequency can be adopted to avoid duplication of the work across both agendas.   
[bookmark: _Toc166058356][bookmark: _Toc166068793]Strive to unify the CSI framework across the two agendas for AI/ML study of CSI feedback compression and CSI prediction enhancements.  
[bookmark: _Toc142048773][bookmark: _Toc142048887][bookmark: _Toc131367337][bookmark: _Toc131429727][bookmark: _Toc131429767][bookmark: _Toc131498218]Performance comparison of different quantization schemes
In this section we aim to investigate the effect of using different quantization schemes. We compare the result of the following three models. All models have seven transformer blocks in their encoder and decoder.
Scheme-1 (Both VQ and SQ) – CSI-feedback bits are generated after concatenation of 256 bits generated using Vector Quantizer and the next 32 bits are generated using Scaler Quantizer. 
Note: how we should partition the total available feedback bits between the SQ and VQ is a hype-parameter that can be tuned.
Scheme-2 only SQ: CSI-feedback bits are generated using Scaler Quantizer.
Scheme-3 only VQ: Feedback rate of 288 bits, where all bits are generated using Vector Quantizer.

Figure-1 show the high-level block diagram for Scheme-1 in which the CSI-feedback is based on both SQ and VQ quantizer.
NN BLock-1
NN BLock-2
NN BLock-3
VQ
SQ
L1 bits
L2 bits
Transmit all 
L1+L2 bits
CSI-feedback encoder module
Input data

Figure 1: CSI-feedback encoder with both VQ and SQ

All models are trained using quantization aware joint training.  The results are presented in Table 3.
Table 3. Effect of different quantization schemes
	Test Set
	Model
	Quantization Scheme
	# of feedback
	SGCS UMA

	Scheme-1
	-transformer
	Both SQ and VQ
	256 bits VQ 
+ 32 SQ bits
	88.5

	Scheme-2
	-transformer
	SQ 
	288 bits
	84.4

	Scheme-3
	-transformer
	VQ
	288 bits
	88.2



[bookmark: _Toc142048774][bookmark: _Toc142048888][bookmark: _Toc142049035][bookmark: _Toc142049076][bookmark: _Toc142049138][bookmark: _Toc142380953][bookmark: _Toc158030425][bookmark: _Toc158031315][bookmark: _Toc158085939][bookmark: _Toc158086046][bookmark: _Toc158650825][bookmark: _Toc158663625][bookmark: _Toc158973291][bookmark: _Toc158973331][bookmark: _Toc158973609][bookmark: _Toc159238152][bookmark: _Toc159238682][bookmark: _Toc161310093][bookmark: _Toc161998007][bookmark: _Toc166058357][bookmark: _Toc166068794]The performance of AI/ML-based CSI feedback models based on VQ outperforms the model based on SQ.  
[bookmark: _Toc142048775][bookmark: _Toc142048889][bookmark: _Toc142049036][bookmark: _Toc142049077][bookmark: _Toc142049139][bookmark: _Toc142380954][bookmark: _Toc158030426][bookmark: _Toc158031316][bookmark: _Toc158085940][bookmark: _Toc158086047][bookmark: _Toc158650826][bookmark: _Toc158663626][bookmark: _Toc158973292][bookmark: _Toc158973332][bookmark: _Toc158973610][bookmark: _Toc159238153][bookmark: _Toc159238683][bookmark: _Toc161310094][bookmark: _Toc161998008][bookmark: _Toc166058358][bookmark: _Toc166068795]The performance of AI/ML-based CSI feedback models using both SQ and VQ to construct the feedback bits outperforms the model based on only VQ and only SQ.  
[bookmark: _Toc134627438][bookmark: _Toc134782528][bookmark: _Toc134854925][bookmark: _Toc141965304][bookmark: _Toc141970689][bookmark: _Toc142044776][bookmark: _Toc142046634][bookmark: _Toc142047298][bookmark: _Toc142048776][bookmark: _Toc142048890][bookmark: _Toc142049037][bookmark: _Toc142049078][bookmark: _Toc142049140][bookmark: _Toc142380955][bookmark: _Toc158030427][bookmark: _Toc158031317][bookmark: _Toc158085941][bookmark: _Toc158086048][bookmark: _Toc158650827][bookmark: _Toc158663627][bookmark: _Toc158973293][bookmark: _Toc158973333][bookmark: _Toc158973611][bookmark: _Toc159238154][bookmark: _Toc159238684][bookmark: _Toc161310095][bookmark: _Toc161998009][bookmark: _Toc166058359][bookmark: _Toc166068796]Support procedures/signalling enabling CSI-compression models having both Scaler and vector Quantizers for generation of the CSI-feedback bits.
[bookmark: _Toc142048821][bookmark: _Toc142048935]Conclusions
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]This contribution addressed AI/ML-based CSI feedback enhancements. We have the following observations and proposals:
Observation 1:	Knowledge of the conditions/additional conditions under which the samples of the training data have been collected is needed for determining the applicability conditions of an AI/ML model.
Proposal 1:	Support procedures/signaling enabling UE/NW to associate the data/samples with the conditions/additional conditions under which the data/samples has been collected.
Observation 2:	Based on the statistics of the input data and the cost of data transfer, it might be beneficial not to transmit/transfer all samples measured during the data collection phase. This might be due to lower information content of some samples or high correlation between one sample (a group of samples) and another sample (group of samples).
Proposal 2:	Support procedures/signaling enabling UE/NW for transmission of subset of samples among the set of measured/collected samples from the environment.
Observation 3:	Other than data transfer for model training, transmission of quantized ground-truth CSI might be required for data transfer during the model monitoring or model update phase. The acceptable overhead of data transfer for model monitoring/model update phases is usually lower than that of initial model training phase.
Observation 4:	For fixed feedback overhead cases, there exist a trade-off between the number of samples that can be feedback and the resolution of each sample in the feedback data. Therefore, when analysing the gain of transmitting a dataset with higher sample resolution, it should be compared with the case of not increasing the sample resolution but instead send more samples.
Proposal 3:	For transmission of ground-truth CSI samples, consider the performance of transmitting more samples, instead of fewer samples with higher resolution per sample (e.g., more samples with current parameter configurations for Rel-16 Type II, instead of less samples with a new parameter configuration for Rel-16 Type II), especially for cases that the overhead is more important, e.g., ground-truth data transfer for model monitoring or model update.
Proposal 4:	Due to performance limitation and also required high specification effort, we suggest deprioritizing Option 2 for inter-vendor training collaboration.
Observation 5:	UE can use information received for decoder model/parameters, to construct a “local decoder model”, then fix (freeze) the weights of that model and use that to train the encoder model.
Observation 6:	UE can use the dataset of (CSI feedback, reconstructed target CSI) to first construct a “local decoder model”, then fix (freeze) the weights of that model and use that to train the encoder model.
Observation 7:	It is important to have samples of the form (CSI feedback, reconstructed target CSI) and not (CSI feedback, target CSI) so the trained “local” decoder model can have a good match with the decoder model already trained at the gNB side.
Observation 8:	For cases that has a step for offline engineering, the offline engineering complexity is almost the same when the UE receives information regarding the encoder model or the decoder model.
Observation 9:	For cases that has a step for offline engineering, receiving information regarding the decoder model enables the UE to evaluate the performance of the resulted two-sided model and therefore the encode model can be used for new type UEs which their input data statistics have not been observed during the data collection/training step.
Proposal 5:	For cases with offline engineering, prioritize schemes based on exchange of information regarding the decoder model over options exchanging information of encoder model. It is since, both methods have almost similar 1) signaling overhead, 2) specification complexity, and 3) offline training complexity, while sharing of the decoder model enables the UE to evaluate the performance of the trained encoder model.
Proposal 6:	For options based on exchange of information for both encoder and decoder model, we do not expect better performance compared to cases with exchange of only decoder model. Therefore, we suggest deprioritizing Option 3-3, 4-3, and 5-3 in favor of Option 3-2, 4-2, and 5-2, respectively, due to its higher overhead.
Observation 10:	Receiving dataset related to the decoder model, i.e., (CSI feedback, reconstructed target CSI) samples, enables the UE to evaluate the performance of the encoder mode (and the resulted two-sided models).
Proposal 7:	Prioritize options based on exchange of information regarding the decoder model, i.e., (CSI feedback, reconstructed target CSI) samples (Option 4-2), over exchange of information regarding the encoder model, i.e., (target CSI,  CSI feedback) samples (Option 4-1) .
Proposal 8:	Despite potentially much lower complexity, direct use of received parameters (instead of offline engineering) may result in UE encoder with not acceptable performance. Further study is needed in this regard.
Proposal 9:	Until further investigation, give higher priority to options based on offline engineering over options based on direct use of parameters.
Observation 11:	The need for fixed standardized model structure for scheme based on exchange of model parameters may limit the future possible enhancement of the scheme and may need relatively lengthy discussion on determining the common standardize model structure.
Proposal 10:	Prioritize schemes based on exchange of complete model (or options based on dataset exchange) over options based on exchange of model parameters only.

Proposal 11:	Capture the following table comparing different options based on different criteria. The most important negative and positive points are highlighted with red and green color, respectively.
	
	Required signalling overhead
	Required specification efforts
	Possibility of Performance Check
	Offline engineering

	Encoder model
	With offline engineering
	3a-1
	Low
	High
	No
	Needed

	
	
	5a-1
	Moderate
	Low
	No
	Needed

	
	
	4-1
	High
	Moderate
	No
	Needed

	
	No offline engineering
	3b
	Low
	High
	No
	No need

	
	
	5b
	Moderate
	Low
	No
	No need

	Decoder model
	With offline engineering
	3a-2
	Low
	High
	Yes
	Needed

	
	
	5a-2
	Moderate
	Low
	Yes
	Needed

	
	
	4-2
	High
	Moderate
	Yes
	Needed

	Both encoder and decoder
	With offline engineering
	3a-3
	Sum of overheads needed for respective ()-1 and ()-2 cases
	Sum of the specification efforts needed for respective ()-1 and ()-2 cases
	Yes
	Needed

	
	
	5a-3
	
	
	Yes
	Needed

	
	
	4-3
	
	
	Yes
	Needed



Proposal 12:	Based on the above observations and proposals, we suggest to prioritize options 1) with offline engineering and 2) are based on transfer of the decoder models, i.e., Options 3a-2, 5a-2 and 4-2. Among these options, to enable possibilities for future enhancement, we propose to further prioritize options 5a-2 and 4-2 (highlighted in the table).
Observation 12:	The applicability of a model can be determined based on the conditions/additional conditions under which the samples of the dataset used for training of the model has been collected.
Proposal 13:	Support definition of pairing information based on the conditions/additional conditions assigned to the samples of the datasets used for training of the model.
Observation 13:	Having different model between different UE-NW vendors has some advantages (e.g., higher performance, less cross-vendor efforts during training); however, it is not clear how the UE/gNB can determine the identity (e.g., vendor) of the connected gNB/UE during the inference time (due to the transparency requirements)
Proposal 14:	Further study model identification/selection procedures during inference time when different models have been developed for different UE-NW vendor pairs.
Observation 14:	Rel. 18 example UE-first and NW-first training approaches are only example implementation of Type-3 scheme, any other method which ensures the possibility of separate training of the UE-side and gNB-side of the models can be still considered as Type-3 training.
Proposal 15:	Add the following explanations to better explain the Type-3 of training collaboration approach. Training collaboration Type-3 can be explained as the following:  
· Part1: UE side trains the UE side CSI generation part using a dataset it has received.  
· Part2: NW side trains the NW side CSI reconstruction part using a dataset it has received.  
· Note that usually Part1 and Part2 are executed sequentially one after the other, and the dataset that is used for training of each side can be based on the model that has been trained in the previous step.
Proposal 16:	Add the Pros and cons of the general training collaboration Type-3 (Proposal 4) to the table of Technical Report where we compare the Pros and Cons of different training collaboration Types.
Observation 15:	When Rel. 18 UE-first training is applied, it is feasible to use Type-3 to train the encoder of a new UE node to be compatible with the current NW-side models.
Observation 16:	When Rel.18 NW-first training is applied, it is feasible to use Type-3 to train the encoder of a new UE node to be compatible with the current NW-side models.
Observation 17:	When Rel. 18 NW-first or UE-first training is applied, it is feasible to use Type-3 to train the decoder of a new NW node to be compatible with the current UE-side models.
Proposal 17:	We propose the addition of the following column for Type-3 Training to Table 5.1-2 of the technical report TR 38.843. The highlighted part are the ones that need change.
	Characteristics \ Training Types
	Type 3

	
	NW first
	 UE first
	General form

	Whether model can be kept proprietary 
	Yes (Note 1)
	Yes (Note 1)
	Yes (Note 1)

	Whether requires privacy-sensitive dataset sharing
	No (Note 2)
	No (Note 2)
	No (Note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	[Semi] flexible except for UE defined scenarios. (Note 3) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (Note 3). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  

	[Semi] flexible if no assistance information is needed.

If assistance information is needed, [Semi] flexible if assistance information is supported and available

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes

	Model update flexibility after deployment (Note 4)
	Semi-flexible
	Semi-flexible
	Semi-flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors (Note 5)
	Yes. Performance refers to observations in "NW first training, 1 NW part model to 1 UE part model, same backbone" and "NW first training, 1 NW part model to 1 UE part model, different backbones" of clause 6.2.2.5.
	Yes. Performance refers to observations in "UE first training, M>1 UE part models to 1 NW part model" of clause 6.2.2.5.
	

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (Note 6)
	Yes. Performance refers to observations in "NW first training, 1 UE part model to N>1 NW part models" of clause 6.2.2.5.
	Yes. Performance refers to observations in "UE first training, 1 NW part model to 1 UE part model, same backbone". And "UE first training, 1 NW part model to 1 UE part model, different backbones" of clause 6.2.2.5.
	

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Support
	No consensus
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No consensus
	Support
	Support

	Whether training data distribution can match the inference device
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible

	Model performance
	Performance refers to clause 6.2.2
	Performance refers to clause 6.2.2
	



Observation 18:	Iterative separate training recovers the loss due to mismatch between different vendors.  The mismatch could be due to mismatch between the between the nominal decoder (assumed) at the UE side and the actual gNB decoder.
Proposal 18:	Study the performance gains, and the extra training costs incurred by, “iterative separate training” as a potential method to improve the performance of single step Type-3 training.
Observation 19:	Both Case 0 and Case 1 for temporal domain aspects of AI/ML-based CSI compression using two-sided model correspond to different legacy CSI reporting configuration modes and can be considered as baseline for the study of AI/ML-based temporal CSI compression.
Observation 20:	Case 2 for temporal domain aspects of AI/ML-based CSI compression using two-sided model, is beneficial in corner scenarios where the CSI feedback is partially or fully dropped.
Proposal 19:	Prioritize Case 2 and Case 3 for temporal domain aspects of AI/ML-based CSI compression using two-sided model
Proposal 20:	Strive to unify the CSI framework across the two agendas for AI/ML study of CSI feedback compression and CSI prediction enhancements.
Observation 21:	The performance of AI/ML-based CSI feedback models based on VQ outperforms the model based on SQ.
Observation 22:	The performance of AI/ML-based CSI feedback models using both SQ and VQ to construct the feedback bits outperforms the model based on only VQ and only SQ.
Proposal 21:	Support procedures/signalling enabling CSI-compression models having both Scaler and vector Quantizers for generation of the CSI-feedback bits.
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