Page 8
Draft prETS 300 ???: Month YYYY
3GPP TSG RAN WG1 #117			R1-2404448
Fukuoka City, Fukuoka, Japan, May 20th – 24th, 2024

[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Source: 	CMCC
[bookmark: Title]Title:	Discussion on other aspects of AI/ML model and data
Agenda item:	9.1.3.3
[bookmark: DocumentFor]Document for:	Discussion & Decision
[bookmark: _Toc120549591]Introduction
Rel-19 NR AI/ML for Air Interface WI was approved in [1], we will discuss the following objectives in this contribution. 
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 




Model identification
Based on TR 38.843 [2], three types of model identification have been identified, however the detailed concept and applicable cases have not been studied or concluded.
	For AI/ML model identification of UE-side or UE-part of two-sided models, model identification is categorized in the following types:
-	Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling
-	The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 
-	Type B: Model is identified via over-the-air signalling,
-	Type B1: 
-	Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Type B2: 
-	Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Note: 	This study does not imply that model identification is necessary.



And in RAN1#116 [5], we have the following agreements on model identification:
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· [bookmark: _Hlk163031431]Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion




Model information during model identification
Model identification is the process of identifying an AI/ML model for the common understanding between the NW and the UE. In our mind, the motivation of model identification is to align the understanding between NW and UE when referring to an AI/ML model. 
[bookmark: _Hlk166179954][bookmark: _Hlk158044900]Model ID and model information are two involved components during identification, we think the model information is important for model-ID based LCM, so that NW could make LCM decisions based on the reported information. If UE sided model information is identified online, then RAN1 should discuss the details of meta info and RAN2 can discuss the container of model information and corresponding procedure.
Based on the agreement above, in MI-Option 1, model identification is coupled with data collection related configuration(s) and/or indication(s). We think data collection related configuration(s) and/or indication(s) and it/their associated ID(s) can be also some kind of model information.
The model information may include the following aspects at least:
· The related functionality/AI enabled feature of model
· Model’s applicable scenarios, configurations
· Type/dimension of model input/output
For the above several kinds of model information, the functionality or AI-enabled feature of this model should be mandatorily provided during identification, to make sure network understand which sub use case(s) this model can be applied to. 
And the exact applicable scenarios/configurations of the model are related to the generalization/scalability of this model. For the model with good generalization/scalability capability over some scenarios/configurations, the information about these scenarios/configurations is not needed to be provided. 
For the model input, in some case, like the generation part for CSI compression sub use case, the model input is related to the UE implementation and does not need standardization. However, the type/dimension of model input will also have some impact on the corresponding NW’s configuration.
As for the model output of UE side model, whether and how to provide them is much related to their functionality and should be discussed in each sub use case.
Proposal 1: The following aspects could be the starting point when discussing the information of model during model identification:
· The related functionality/AI enabled feature of model
· Model’s applicable scenarios, configurations
· Type/dimension of model input/output

Procedure of MI-Option 1
In RAN1# 116bis meeting [6], we have the following agreement on MI-Option 1:
	Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· [bookmark: _Hlk166180319][bookmark: _Hlk166182458][bookmark: _Hlk166180383]How model ID(s) is determined/assigned, e.g., 
· [bookmark: _Hlk166180343]Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.



[bookmark: _Hlk166179195]Actually, based on the agreement above, there are two different directions for UE-sided model(s) development:
· [bookmark: _Hlk166179210]Direction 1: Step A+B+C
· It mainly is used for the procedure of functionality based LCM
· Direction 2: Step A+B+C+D
· [bookmark: _Hlk166185045]It mainly is used for the procedure of model-ID based LCM
Observation 1: There are two different directions for UE-sided model(s) development:
· Direction 1: Step A+B+C
· It mainly is used for the procedure of functionality based LCM
· Direction 2: Step A+B+C+D
· It mainly is used for the procedure of model-ID based LCM

[bookmark: _Hlk166179649]Direction 1: Step A+B+C
[bookmark: _Hlk166178963]The associated ID(s) can be considered as one kind of NW-sided additional condition ID(s), indication of it may facilitate consistency between NW-side and UE-side. However, it should be noted that if only associated ID is indicated to UE-side, and UE-side does not know the detailed meaning of NW-side additional conditions, then the consistency of NW-side additional conditions can only be maintained per cell or cell group (based on gNB implementation), like TCI state style. UE side can only make sure the model trained using collected data with the exact associated ID(s) under one cell or cell group is consistent with the NW-side additional conditions under exactly the same cell or cell group, but the model trained using data from one cell or cell group may not work well in another cell or cell group without knowing the linkage of additional conditions between the two cells or cell groups.
[bookmark: _Hlk166179282]So, based on the above analysis, there may be several solutions to resolve the above issue:
· Alt 1: Model transfer/delivery when UE need to move another cell or cell group
· Alt 2: NW-side additional conditions indication to UE side
· Alt 3: Offline inter-vendor collaboration, including gNB-gNB and/or gNB-UE collaboration

[bookmark: _Hlk166185070]Observation 2: If only associated ID is indicated to UE-side, and UE-side does not know the detailed meaning of NW-side additional conditions, then the consistency of NW-side additional conditions can only be maintained per cell or cell group.
[bookmark: _Hlk166185087]Proposal 2: The following alternatives can be considered to resolve the NW-side additional consistency issue over multi cells or cell groups without Step D:
•	Alt 1: Model transfer/delivery when UE need to move another cell or cell group
•	Alt 2: NW-side additional conditions indication to UE side
•	Alt 3: Offline inter-vendor collaboration, including gNB-gNB and/or gNB-UE collaboration

Direction 2: Step A+B+C+D
The Step A, B and C are mainly focused on the data collection and model development. While Step D is used for model identification, which includes two components of model identification: Model ID and model information reporting. The model information has been discussed in Section 2.1. We will mainly discuss the model ID below.
[bookmark: _Hlk166181136][bookmark: _Hlk166181145]After Step A, B and C, UE-side will collect data with multiple associated ID(s) from multiple cells. UE side could train multiple models even under one associated ID to facilitate different conditions or scenarios, if the quantization of associated ID cannot show the difference of NW-side or UE-side additional conditions or conditions very well. Or in another case, if UE side could train a model with good generalization performance, then one model could correspond to multiple associated IDs.
Observation 3: One model could correspond to multiple associated IDs, or one associated ID could correspond to multiple associated IDs.
For the relationship between model ID(s) and the associated ID(s), we think it is much related with how model ID(s) is determined/assigned:
· [bookmark: _Hlk166183197]Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· [bookmark: _Hlk166182510][bookmark: _Hlk166181249]Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification

If the associated ID(s) is assumed as model ID(s), i.e. Alt 3, then the model ID can only be a logic model ID without any information on UE implementation or strategy of model training. In this way, we think Alt 3 is much more proper for functionality-based LCM, and the benefit of model-ID based LCM with finer granularity model management cannot be achieved.
[bookmark: _Hlk166182437]For Alt 4, the model ID is determined by pre-defined rule(s) in the specification. We think pre-defined rule(s) is also based on the associated ID(s) and maybe some additional information on the model training details from UE side. Then we think Alt 4 either belongs to a variation of Alt 3 or a detailed procedure of Alt 2. It is suggested to deprioritize Alt 3 and Alt 4.
[bookmark: _Hlk166183680][bookmark: _Hlk166185114][bookmark: _Hlk166185121]Proposal 3: It is suggested to deprioritize Alt 3 and Alt 4 for model ID(s) determination/assignment:
· Alt.3: Associated ID(s) is assumed as model ID(s)
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification

We think the model management logic/manner behind Alt 1 and Alt 4 is different. For Alt 1, the model ID is assigned by NW based on the reported model information, it is possible that NW assign one model ID for one model or more than one model considering NW-side additional conditions. It is a kind of NW-side-centre control, which may be beneficial to match NW-side additional conditions per cell or cell group.
While for Alt 2, the model ID is assigned/reported by UE associated with the reported model information. It is a kind of UE-side-centre control, which may be beneficial to reduce model information reporting overhead considering it is much possible that multiple UE devices are using the same model(s) if these model(s) are trained under the same UE OTT server.
[bookmark: _Hlk166185160]Proposal 4: It is suggested to further study Alt 1 and Alt 2 for model ID(s) determination/assignment:
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID

Procedure of MI-Option 2
For MI-Option 2, the dataset can be used for model training. It is applicable for one-side model considering model training and model inference are not at the same entity, and two-side model training collaboration type 3. Before dataset transfer, the model information exchange between NW and UE may be performed to make sure the transferred dataset is valid or useful for training. So, there may be the following steps for MI-Option 2:
· Step1: Model information exchange between NW and UE.
· Step2: NW may transfer dataset and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation. Also, the model ID can be dataset ID, or the IDs related with dataset transfer triggering/activation/configuration/indication.
Proposal 5: For MI-Option 2, it may include the following procedure:
· Step1: Model information exchange between NW and UE.
· Step2: NW may transfer dataset and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation. Also, the model ID can be dataset ID, or the IDs related with dataset transfer triggering/activation/configuration/indication.

Procedure of MI-Option 3
If model inference is performed at UE side and model training is performed at NW side, model identification and model transfer/delivery can be integrated into one procedure, NW can provide model ID, model description along with model structure and parameters to UE. Based on the model ID provided or assigned by the NW, model-ID-based LCM procedure can be used later.
For MI-Option 3, the NW may transmit the owned or configurable model list to UE. Then UE will report supported model list to the NW. After that, the NW may transfer model and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation. So, there may be the following steps for MI-Option 3:
· Step1: NW may transmit the owned or configurable model list to UE.
· Step2: UE will report supported model list to the NW.
· Step3: NW may transfer model and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation.
[bookmark: _Hlk163039976]Proposal 6: For MI-Option 3, it may include the following procedure:
· Step1: NW may transmit the owned or configurable model list to UE.
· Step2: UE will report supported model list to the NW.
· Step3: NW may transfer model and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation.

Procedure of MI-Option 4
In RAN1#116bis meeting [6], we have the following conclusions on MI-option 4 and Option 1 of CSI compression:
	Conclusion
· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression
· Option 1: Fully standardized reference model (structure + parameters)

Conclusion:
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.
Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.



[bookmark: _Hlk166183692]It can be observed that Option 1 of CSI compression could eliminate the inter-vendor collaboration complexity, however, have limited performance and have limited performance. And the interoperability and RAN4 testing of it is up to RAN4. So, we suggest deprioritizing MI-option 4 at least in this agenda.
Proposal 7: It is suggested to deprioritize MI-option 4 for model identification.

Model transfer/delivery
Applicable scenarios
Based on TR 38.843 [2], we think at least model transfer/delivery can have the following usages:
1) Model deployment for one-sided model and two-sided model
2) Model pairing for two-sided model
3) NW-side additional conditions consistency between training and inference
For usage 1), the model can be trained at one side and then transferred to the other side for inference, in case that the inference side do not have capability to train a model satisfied with the specific requirements, or the inference side could not know the additional conditions of the other side.
For usage 2), it is targeting at two-sided model. For Type 1 training collaboration of CSI compression, if the model is trained at one entity and part of the model is transferred/delivered to the other entity, then it is natural the CSI generation part at UE side and the reconstruction part at NW side can be paired after model transfer/delivery.
For usage 3), it is assumed that the training data is collected under NW-side additional conditions and the model generation also have the same assumption at NW side, then the model is transferred/delivered to UE side for inference. In this way, the NW-side additional conditions consistency can be ensured by NW naturally.
[bookmark: _Hlk163039993]Proposal 8: Model transfer/delivery can have the following usages:
1)	Model deployment for one-sided model and two-sided model
2)	Model pairing for two-sided model
3)	NW-side additional conditions consistency between training and inference
[bookmark: _Hlk158117874]Analysis on various model transfer/delivery cases
Based on TR 38.843 [2], the following model transfer/delivery cases have been identified:
	Table 4.3-1: Model delivery/transfer cases
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	[bookmark: _Hlk158129532]model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.






And in RAN1#116 and 116bis meeting [5] [6], we have the following conclusions on model transfer/delivery Case z2, z3 and z5:
	Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  

Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network




[bookmark: _Hlk166184544]In this section, we will further discuss model transfer/delivery Case y, z1 and z4 from the following aspects:
· The detailed components of model, including open format and proprietary format
· The NW/UE requirements (e.g., model compiling capability) before model transfer/delivery
· The necessary components of model during model transfer/delivery
· The transfer /delivery container and corresponding requirements (e.g., model size) during model transfer/delivery
· The transfer/delivery latency if model need update/retrain/finetune
· The deployment delay, corresponding procedures after model transfer/delivery

Model component
In Rel-18 study, it is assumed the model structure and model parameter consist of the whole model. However, we think for the situation of model transfer, this kind of division is valid for open format. While for proprietary format, the details of it have not been discussed. The model in this format could be some kinds of binary image, which is dependent on the UE vendor or UE chipset implementation, or still some kinds of model format, which is not specified in 3GPP but still some general AI model storage format specified in industrial community, like ONNX.
NW/UE requirements before model transfer/delivery
Case y: all the actions involving model delivery is performed offline. 
Case z1: the proprietary format generation between UE-side and NW-side need offline collaboration. Then UE-side/neutral site needs to train the model and deliver the model offline to NW side.
Case z4: the model structure needs to be aligned/identified between NW and UE.
Transferred/delivered model component
Case z1 need to transfer the whole model in proprietary format. Case z4 could only transfer the model parameters to UE side without model structure.
Transfer /delivery container and corresponding requirements
Although the container of model transfer may be up to RAN2’s decision, while RAN1 could discuss the required model size for each sub case at least based on the evaluation results. It is suggested a small set of simple models with small model sizes could be used as a reference.
Transfer/delivery latency if model need update/retrain/finetune
Additional latency is introduced by Case z1 due to the updated/retrained/finetuned new model need to be delivered to NW-side offline additionally.
Deployment delay after model transfer/delivery
For Case z1 and z4, it can only update parameter without recompile and/or retesting.
[bookmark: _Hlk163040014][bookmark: _Hlk166184720]Based on the above analysis, we think model transfer/delivery Case z4 can be further studied, including how to standardize reference model structure, how to exchange model parameters and the associated procedure.
Proposal 9: It is suggested to further study model transfer/delivery Case z4, from the following aspects:
· How to standardize reference model structure
· How to exchange model parameters
· The associated procedure

UE data collection
In R18 study phase, RAN2 have send a LS [3] regarding the data collection requirement for each sub use case and RAN 1 have also replied to the LS about the content and size of UE data in [4], the Reply LS on Data Collection Requirements and Assumptions could be the baseline for RAN2’s discussion on this issue.
[bookmark: _Hlk163040028]Proposal 10: Regarding the UE side data collection mechanism, RAN2 could take the Reply LS on Data Collection Requirements and Assumptions (R1-2310681) as the baseline.

Conclusions
In this contribution, we discussed model identification, model transfer/delivery and UE data collection, and the following proposals and observations are made.
Proposal 1: The following aspects could be the starting point when discussing the information of model during model identification:
· The related functionality/AI enabled feature of model
· Model’s applicable scenarios, configurations
· Type/dimension of model input/output
Proposal 2: The following alternatives can be considered to resolve the NW-side additional consistency issue over multi cells or cell groups without Step D:
•	Alt 1: Model transfer/delivery when UE need to move another cell or cell group
•	Alt 2: NW-side additional conditions indication to UE side
•	Alt 3: Offline inter-vendor collaboration, including gNB-gNB and/or gNB-UE collaboration
Proposal 3: It is suggested to deprioritize Alt 3 and Alt 4 for model ID(s) determination/assignment:
· Alt.3: Associated ID(s) is assumed as model ID(s)
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
Proposal 4: It is suggested to further study Alt 1 and Alt 2 for model ID(s) determination/assignment:
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
Proposal 5: For MI-Option 2, it may include the following procedure:
· Step1: Model information exchange between NW and UE.
· Step2: NW may transfer dataset and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation. Also, the model ID can be dataset ID, or the IDs related with dataset transfer triggering/activation/configuration/indication.
Proposal 6: For MI-Option 3, it may include the following procedure:
· Step1: NW may transmit the owned or configurable model list to UE.
· Step2: UE will report supported model list to the NW.
· Step3: NW may transfer model and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation.
Proposal 7: It is suggested to deprioritize MI-option 4 for model identification.
Proposal 8: Model transfer/delivery can have the following usages:
1)	Model deployment for one-sided model and two-sided model
2)	Model pairing for two-sided model
3)	NW-side additional conditions consistency between training and inference
Proposal 9: It is suggested to further study model transfer/delivery Case z4, from the following aspects:
· How to standardize reference model structure
· How to exchange model parameters
· The associated procedure
Proposal 10: Regarding the UE side data collection mechanism, RAN2 could take the Reply LS on Data Collection Requirements and Assumptions (R1-2310681) as the baseline.


Observation 1: There are two different directions for UE-sided model(s) development:
· Direction 1: Step A+B+C
· It mainly is used for the procedure of functionality based LCM
· Direction 2: Step A+B+C+D
· It mainly is used for the procedure of model-ID based LCM
Observation 2: If only associated ID is indicated to UE-side, and UE-side does not know the detailed meaning of NW-side additional conditions, then the consistency of NW-side additional conditions can only be maintained per cell or cell group.
Observation 3: One model could correspond to multiple associated IDs, or one associated ID could correspond to multiple associated IDs.
References
[1] RP-234039, New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm (Moderator)
[2] RP-233133, TR 38.843 v2.0.0, Study on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface, Qualcomm
[3] R2-2306906, LS out on Data Collection Requirements and Assumptions, TSG RAN WG2
[4] R1-2310681, Reply on LS on Data Collection Requirements and Assumptions, TSG RAN WG1
[5] Chairman's Notes RAN1#116, Athens, Greece, February 26th - March 1st, 2024.
[6] Chairman's Notes RAN1#116bis, Changsha, Hunan Province, China, April 15th – 19th, 2024.
