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1. [bookmark: _Ref521334010]Introduction
In RAN#102, a new work item on AI/ML for NR air interface was approved [1]. One objective of the work item is to provide specification support for AI/ML-based positioning, and the specification impact for AI/ML-based positioning includes the following aspects.
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


In RAN1#116bis, the specification impacts on AI/ML-based positioning were discussed and the following agreements were made [2].
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 
Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.
Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.
Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement
Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 
Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation
Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.


In this contribution, we share our views on some potential specification impacts for AI/ML-based positioning.
2. Specification impacts
In Rel-18, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases for AI/ML-based positioning accuracy enhancement. All possible combinations between legacy positioning methods (i.e. UE-based, UE-assisted/LMF-based, and NG-RAN node assisted positioning) and AI/ML-based positioning sub-use cases have been studied in Rel-18, namely: case1, case 2a, case 2b, case 3a and case 3b. In Rel-19, these cases are divided into first priority cases (case 1/3a/3b) and second priority cases (case 2a/2b). In this contribution, the specification impacts for each case mainly include data collection, model inference and performance/model monitoring. In addition, the consistency between training and inference regarding NW-side additional conditions for inference at UE is discussed in the end.
2.1. Data collection
[bookmark: _Ref165913240]Procedure of data collection
[bookmark: OLE_LINK7][bookmark: OLE_LINK10]In RAN1#116bis, two agreements related to measurement and label generation of case 3a were made, i.e. it was agreed that the measurement is generated by TRP/gNB and the label can be generated by at least LMF. For case 3b, the measurement generation entity was agreed to be TRP/gNB, but the label generation entity needs more discussion. For case 1/2a/2b, some working assumptions related to training data generation were achieved. In this section, the data collection procedure and detailed solutions for case 1, case 2a/2b and case 3a/3b are discussed respectively.
2.1.1.1. Case1
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]For case 1, the UE-side model is deployed at UE side and the AI/ML model is used to estimate the UE’s location directly. The training data collected at UE side contains the measurement and ground truth label (UE’s location). In Rel-18, PRU and UE are identified to generate measurement corresponding to AI/ML model input for case 1, and the measurement is generated based on the PRS transmission from gNB/TRP. For data collection of ground truth label, UE/LMF can estimate location based on NR RAT-dependent and/or NR RAT-independent positioning methods, and the location with higher label quality indicator can be used as ground truth label for model training. In addition, PRU is also identified to generate ground truth label for case 1 in Rel-18. Thus, the following options for training data collection are considered for case 1 and summarized in Table 1. In RAN1#116bis, two working assumptions related to training data generation of case 1 were achieved and we propose to confirm these working assumptions of case 1.
[bookmark: _Ref162453098]Table 1: Data collection for case 1
	Cases
	Options for data collection
	Measurement generation entity
	Ground truth label(UE’s location) generation entity
	Potential spec impacts

	Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
	Option 1
	UE
	UE
	No RAN1 spec impact. 
Both measurement and ground truth label (UE’s location) are generated by UE implementation.

	
	Option 2
	UE
	LMF
	LMF generates the ground truth label (UE’s location) based on some measurement transmitted by UE and TRP’s location coordinate. 
LMF provides the corresponding ground truth label (UE’s location) to UE/UE-side.

	
	Option 3
	PRU
	PRU/LMF
	PRU generates channel measurement, and PRU/LMF generates the ground truth label (UE’s location). 
The channel measurement and ground truth label (UE’s location) are provided to UE/UE-side, either by implementation or via LMF.


For option 1, non-PRU UE can generate ground truth label under proper wireless condition, e.g. with multiple LOS paths from different TRPs. One may argue that AI/ML positioning is not needed when non-AI/ML positioning performs well. But this is just for training data collection, while the collected data from one UE may be used to train AI/ML model(s) for other UEs. That’s why this scheme is beneficial in our view. 
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]For option 2, the channel measurement is generated by UE, but the ground truth label (UE’s location) is generated by LMF. The correct association between the channel measurement from UE and ground truth label from LMF should be ensured by additional information, e.g. UE-ID, time stamp of channel measurement and ground truth label. Similar as that in option 3, when channel measurement is generated by PRU, the ground truth label is generated by PRU or LMF.
Proposal 1: Confirm the following working assumption:
Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Proposal 2: Confirm the following working assumption:
Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
2.1.1.2. Case 2a/2b
In RAN1#116bis, two working assumptions related to training data generation of case 2a were achieved. For case 2a, the UE-side model is deployed at UE side. The training data collected at UE side contains the measurement and ground truth label. Since case 2a is AI/ML-assisted positioning, the ground truth label could be in form of positioning related information, measurements or parameters, e.g. RSTD/RTOA, or time domain information to derive RSTD/RTOA, or LOS/NLOS indicator, etc. 
For case 2b, the LMF-side model is deployed at LMF side and the AI/ML model is used to estimate the UE’s location. The training data collected at LMF side contains the measurement and UE’s location. The following options for training data collection are considered for case 2a/2b and summarized in Table 2. 
[bookmark: _Ref162456672]Table 2: Data collection for case 2a/2b
	Cases
	Options for data collection
	Measurement generation entity
	Ground truth label generation entity
	Potential spec impacts

	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
	Option 1
	UE
	UE
	No RAN1 spec impact. 
Both measurement and ground truth label are generated by UE implementation.

	
	Option 2
	UE
	LMF
	LMF generates the ground truth label based on some measurement transmitted by UE and TRP’s location coordinate. 
LMF provides the corresponding ground truth label to UE/UE-side.

	
	Option 3
	PRU
	PRU/LMF
	PRU generates channel measurement, and PRU/LMF generates the ground truth label based on TRP’s location and PRU’s location. 
The channel measurement and ground truth label is provided to UE/UE-side, either by implementation or via LMF.

	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
	Option 1
	UE/PRU
	UE/PRU
	Both channel measurement and UE’s location are generated by UE/PRU and transmitted to LMF.

	
	Option 2
	UE/PRU
	LMF
	UE/PRU generates channel measurement and provides the channel measurement to LMF. 
LMF generates UE’s location based on measurement transmitted by UE/PRU. 


Proposal 3: Confirm the following working assumptions:
Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
2.1.1.3. Case 3a/3b
For case 3a, it was agreed that the ground truth label can be generated by LMF. LMF side may generate the ground truth label based on the location related information provided by UE/PRU, and the location related information may be the location estimated by GNSS or existing NR RAT-dependent positioning methods, etc. In addition, the LMF may estimate UE’s location coordinate based on the SRS-pos measurements provided by multiple gNBs/TRPs, and then LMF generates the ground truth label for training AI/ML model based on the UE’s location coordinate and gNB/TRP’s location coordinate. The correct association between measurement collected by gNB/TRP and ground truth label provided by LMF should be ensured.
Proposal 4: For case 3a, the following methods for ground truth label generated by LMF are considered:
· Method 1: UE/PRU provides the location related information to LMF for generating the ground truth label;
· Method 2: Multiple gNBs/TRPs provide the SRS-pos measurements (e.g. UL RTOA) to LMF for estimating UE’s location coordinate and the UE’s location coordinate is used to generate the ground truth label.
For case 3b, the LMF-side model is deployed at LMF side. The training data collected at LMF side contains the measurement and UE’s location. The following options for training data collection are considered for case 3a/3b are summarized in Table 3.
[bookmark: _Ref162457143]Table 3: Data collection for case 3a/3b
	Cases
	Options for data collection
	Measurement generation entity
	Ground truth label generation entity
	Potential spec impacts

	Case 3a: NG-RAN node assisted/LMF-based positioning with gNB-side model, AI/ML assisted positioning
	Option 1
	gNB/TRP
	LMF
	LMF generates ground truth label by UE’s location and gNB/TRP coordinates, where the UE’s location may be: 
· provided by UE/PRU;
· estimated by LMF using intermediate positioning measurement provided by gNB/TRP.

	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
	Option 1
	gNB/TRP
	UE/PRU
	Channel measurement is generated by gNB/TRP and transmitted to LMF.
Ground truth label (UE’s location) is generated by UE/PRU and transmitted to LMF.

	
	Option 2
	gNB/TRP
	LMF
	gNB/TRP generates channel measurement and provides the channel measurement to LMF. 
LMF generates ground truth label (UE’s location) based on measurement transmitted by gNB/TRP. 


For case 3b with option 1, the gNB/TRP obtains the channel measurement based on SRS-pos and transmits the measurement to LMF. LMF side may generate the ground truth label based on the location related information provided by UE/PRU, and the location related information may be some measurements, the location estimated by existing NR RAT dependent positioning methods, etc. The correct association between channel measurement collected by gNB and location provided by UE/PRU should be ensured.
In RAN1#116bis discussion, some companies have concerns on the ground truth label generated by UE for case 3b. From our view, UE can estimate location based on some traditional NR positioning methods, and the quality and reliability of the estimated location may be high or low. In order to guarantee the LMF-side AI/ML model trained with higher quality data, the UE can provide the location with higher label quality indicator to LMF and these locations can be used as ground truth label for model training.
Proposal 5: Confirm the following working assumption with updates:
Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Assistance information for data collection
For case 2b and 3b, when LMF side collects the measurement and location, one possible solution is that all measurement and location are reported to LMF side, and the quality indicator for location is also reported to LMF side for selecting the high quality training sample. The LMF side may discard the training samples with low quality indicator by implementation algorithm, which is transparent to the other side. However, even if some low quality samples will be discarded, all gNBs/TRPs/UEs still need to provide every measurement and location along with quality indicator to LMF, which increases unnecessary resource overhead for transmitting the discarded data. 
Observation: For case 2b and case 3b, if the whole measurement and ground truth label with quality indicator are reported to LMF side for selecting the high quality training samples, the transmission of discarded samples with low quality increases unnecessary resource overhead.
For case 2b and 3b, when LMF side collects the measurement and location, another possible solution is that LMF provides some assistance information to facilitate training samples collection. The LMF can indicate the conditions or criteria for measurement and/or location, e.g. the LMF indicates the threshold of quality indicator for measurement and/or location collection. If the value of quality indicator is greater than the threshold, the measurement and/or location is provided to LMF and LMF can directly train the AI/ML model based on the collected data without data filtering. Thus unnecessary overhead can be avoided.
Proposal 6: For case 2b and case 3b, when LMF side collects training data, LMF side can use a quality indicator condition or criteria to indicate the required quality of the collected data. 
2.2. Model inference
Model input
For case 1 and case 2a, the UE-side model is deployed at UE side. The basic assumption is that UE-side model is trained by UE side, and thus the type or format of the measurement corresponding to AI/ML model input is naturally known at UE side. Therefore, when UE uses an UE-side AI/ML model for inference, the UE can generate the measurement for AI/ML model inference using the same type or format of the measurement as training phase by implementation. If the AI/ML model is trained at other side such as NW side, assistance information on input type or format may be needed. But model transfer/delivery itself is still under study without clear standardization support.
Proposal 7: For case 1 and case 2a, at least when UE-side model is trained by UE-side, UE generates the measurement for AI/ML model inference based on the PRS transmission. The input type or format is up to UE implementation.
For case 3a, the gNB-side model is deployed at gNB side. The basic assumption is that the gNB-side model is trained at gNB/TRP since the gNB/TRP has higher capability of computing and storage capacity to train an AI/ML model, or trained by NW-side server. Anyway, the type or format of the measurement corresponding to AI/ML model input is naturally known at gNB/TRP. 
Proposal 8: For case 3a, at least when gNB-side model is trained by gNB/NW-side, gNB/TRP generates the measurement for AI/ML model inference based on the SRS-pos transmission. The input type or format is up to gNB/TRP implementation.
2.2.1.1. Sample-based measurement or path-based measurement
For case 2b and case 3b, the LMF-side model is deployed at LMF side. When the AI/ML model inference is performed, the UE/gNB/TRP needs to generate and report the measurement to LMF side for AI/ML model inference. Before discussing the measurement reporting, it is important to first discuss the type or format of the measurement corresponding to AI/ML model input. In Rel-18, some types of measurement as AI/ML model input has been discussed and identified, e.g. CIR, PDP and DP. These measurements at least contain timing information of time domain channel measurement, and the following alternatives are agreed to investigate in RAN1#116.
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
0. Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
0. Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.


In RAN1#116bis, companies shared their views on sample-based measurements and path-based measurements. However, there is no consensus on which measurement is supported for AI/ML based positioning. We analyse sample-based measurements and path-based measurements from the perspective of AI/ML model performance and ambiguity issue.
· AI/ML model performance
During Rel-18 SI phase, sample-based channel measurements are applied as AI/ML model input and widely evaluated by many companies, and there is a significant gain compared to traditional positioning methods. However, the evaluation results of path-based channel measurement are very limited in Rel-18. If path-based channel measurement as AI/ML model input will be estimated in the remaining meetings in Rel-19, huge effort is expected to align the evaluation assumptions, which is significantly time consuming. Different companies may prefer different path detection algorithms, and thus it is difficult to reach a consensus on the evaluation assumption of path-based channel measurement. Note that 7 options have been proposed to pick out additional paths other than the first path during Rel-17 [5]. 
	For additional path reporting criteria support one of the following options: 
•	Option 1: UE/TRP are configured with a power threshold for additional paths
•	Option 2: UE/TRP have a power threshold which is fixed in specification for additional paths
•	Option 3: UE/TRP reports at least the strongest path in addition to first path
•	Option 4: UE/TRP report additional paths when uncertain that the first path is correct 
•	Option 5: UE/TRP reports the strongest path and the N-2 paths between first and strongest paths, if first and strongest paths are same then first N paths
•	Option 6: UE/TRP reports additional paths within a certain time span of the first path
•	Option 7: Left to UE/TRP implementation.


What’s worse, more new options may be proposed if we head into path-based direction. It is sceptical whether it is possible to converge at the end.
· Ambiguity issue
The paths are the timing delay of the arrived reference signal and estimated by UE/gNB, which highly rely on the implementation algorithms and the capability of UE/gNB. While different measurement entity observes the same channel, different measurement entity will generate substantially path-based channel measurement based on various implementation algorithms. When path-based channel measurement ambiguity exists, the path-based channel measurements have different estimation errors of path detection and these measurements are collected to train an AI/ML model, the performance of the AI/ML may be poor. Note that the ambiguity of path-based channel measurement is already observed (e.g. Section 2.1.2.2 in [6], measured by number of detected path or joint PDF), while there is no evidence showing that such ambiguity issue exists in sample-based channel measurement.
In summary, we prefer sample-based channel measurements as the AI/ML model input for LMF-sided model, considering good AI/ML model performance of sample-based channel measurements and serious ambiguity issue of path-based channel measurements.
Proposal 9: At least for case 3b and 2b, support sample-based channel measurements as the AI/ML model input.
2.2.1.2. Reference time and measurement reporting
For case 3b, the sample-based measurements reported from gNB/TRP to LMF are preferred. In RAN1#116bis, it was agreed that the timing information of gNB channel measurements is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. When a gNB/TRP reports sample-based measurement to LMF, N’t samples with the strongest power are selected for reporting, and the following options of timing information reporting of these N’t samples are considered.
· Option 1: Sample-based reporting
Introduce a new sample-based reporting method for measurement reporting. The new sample-based reporting method at least contains a time offset and a bitmap as show in Figure 1.
· Time offset: the offset between first sample and UL RTOA reference time;
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples.
[image: ]
[bookmark: _Ref162540667]Figure 1: Sample-based reporting for case 3b
· Option 2: Path-based reporting
Although the channel measurement of AI/ML model input is sample-based measurement, the legacy path-based reporting method can be reused to report the sample-based measurement. In current specification, the resolution step of the timing information such as UL RTOA is, and 0<=k<=5. The sample period used in Rel-18 evaluation is. Thus, when legacy path-based reporting method is used to report the sample-based measurement, the resolution step of the timing information should be an integer multiple of sampling periods, e.g. k=4 or 5. For the first sample of N’t samples, the offset between first sample and UL RTOA reference time is reported. For the other samples of N’t samples, the RelativeTimeDifference corresponding to the other samples are reported. If path-based reporting is used to report sample information, some specification enhancements should be supported. For example, more paths may be reported than the current 9 paths.
Proposal 10: For case 3b, the following one or two options of timing information reporting of sample-based measurements are considered:
· Option 1: Sample-based reporting
· Time offset: the time offset is the difference between the timing of first sample and UL RTOA reference time;
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods;
· Path-based reporting may be enhanced to support reporting more samples.
For case 3b, if both sample-based reporting and path-based reporting are supported to report sample-based channel measurements, the choice of whether to use sample-based reporting or path based reporting can be left to gNB/TRP or LMF. gNB/TRP could select one appropriate reporting method from the signalling overhead perspective, and the indicator of the selected reporting method is also reported. In addition, LMF could indicate the one reporting method and the gNB/TRP determines the reporting method of measurement based on the indication. 
Proposal 11: For case 3b, if both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path-based reporting is based on gNB/TRP implementation or LMF indication.
In current specification, the DL RSTD is reported from UE to LMF and is a relative timing difference between neighbour TRP and reference TRP. For case 2b, the sample-based measurements reported from UE to LMF are preferred. The reference time for determining the timing information of the sample-based measurements is that UE receives the corresponding start of one subframe from reference TRP, which is defined as TSubframeRxi in TS 38.215 [3]. The reference TRP is determined by UE and may be different among different UEs. As shown in Figure 2, a UE may determine the TRP_2 as reference TRP and report the timing offset of first sample of these TRPs, and the time offset is the difference between the timing of first sample corresponding to a TRP and the reference time. The other UE may determine TRP_1 as reference TRP. However, LMF can obtain the time distribution of samples between these TRPs based on the UE’s reporting and reference TRP information. The reference TRP can be redefine at LMF side and the corresponding timing information is calculated based on the obtained time distribution of samples between these TRPs and the redefined reference TRP. LMF needs to ensure a unique reference TRP during the AI/ML model training phase and inference phase. 
[image: ]
[bookmark: _Ref162546895]Figure 2: Reference time for case 2b
Proposal 12: For case 2b, the TSubframeRxi defined in TS 38.215 is reused to determine the timing information of measurement reported from UE to LMF.
Similar to the analysis on case 3b, when UE reports sample-based channel measurements to LMF, the reporting method such as sample-based reporting and path-based reporting can be considered.
Proposal 13: For case 2b, the following one or two options of timing information reporting of sample-based channel measurements are considered:
· Option 1: Sample-based reporting
· Reference time: the TSubframeRxi defined in TS 38.215;
· Time offset: for the measurement of each TRP, the time offset is the difference between the timing of first sample corresponding to a TRP and the reference time
· Bitmap: for the measurement of each TRP, the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods
· Path-based reporting may be enhanced to support reporting more samples.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Proposal 14: For case 2b, if both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path based reporting is based on UE implementation or LMF indication.
2.2.1.3. Phase measurement for model input
For case 2b and case 3b, it was already agreed in RAN1#116 that the timing information and power information are support for UE/gNB/TRP reporting to LMF. However, whether to support phase measurement and phase reporting did not reach consensus. 
In Rel-18 SI phase, the evaluation of positioning accuracy affected by the type of model input has been evaluated and the following evaluation results are observed, copied from TR 38.843 section 6.4.2.4 [4]. 
	For direct AI/ML positioning, the evaluation of positioning accuracy at model inference is affected by the type of model input and AI/ML complexity. For a given AI/ML model design, there is a tradeoff between model input, AI/ML complexity (model complexity and computational complexity), and positioning accuracy. Evaluation results show that if changing model input type while holding other parameters (e.g., Nt, N't, Nport, N'TRP) the same, 
-	When comparing PDP and CIR as model input, 
-	9 sources showed evaluation results where the positioning error of PDP as model input is 1.06 ~ 1.62 times the positioning error of CIR as model input.
-	5 sources showed evaluation results where the positioning error of PDP as model input is 0.61 ~ 0.96 times the positioning error of CIR as model input.
-	When comparing DP and CIR as model input, 
-	4 sources showed evaluation results where the positioning error of DP as model input is 1.18 ~ 1.96 times the positioning error of CIR as model input.
-	2 sources showed evaluation results where the positioning error of DP as model input is 0.79~0.92 times the positioning error of CIR as model input.


Based on the evaluation results in Rel-18, majority companies observe that the positioning error of PDP/DP as model input is larger than the positioning error of CIR as model input. In the situation where the positioning accuracy has reached the sub-meter level, it is very difficult to improve the positioning accuracy. Every small improvement is valuable. Therefore, we slightly prefer to support phase measurement and phase reporting for case 2b and case 3b. Some companies have concerns on specification efforts and reporting overhead for supporting phase reporting. From our views, Rel-18 measurements such as DL RSCPD, DL RSCP and UL RSCP have already been supported in current specification, and thus the work load on supporting phase measurement and phase reporting for AI/ML based positioning is acceptable. As for the concerns on phase reporting overhead, we think the flexibility of whether to report phase measurements can be left to LMF. LMF could indicate the required measurement type related to AI/ML model, and the UE/gNB/TRP determines and reports the measurement based on the required measurement type indication.
Proposal 15: Phase measurement and reporting is supported for case 2b and case 3b. LMF makes the decision on whether to report the phase measurement and send the corresponding indication to UE/gNB/TRP.
2.2.1.4. Assistance information for model input
In Rel-18, AI/ML model input may be different measurements in evaluation assumption. For example, one possible AI/ML model input is the time-domain consecutive samples (per sample report), another possible AI/ML model input is that N’t samples with the strongest power are selected as model input and remaining (Nt ‒ N’t) time domain samples are set to zero (per path report). For case 2b and case 3b, when UE/gNB/TRP reports measurement to LMF, the reported measurement shall align to the LMF-side model input during training phase. The mismatched measurement as AI/ML model input will impact on the performance of AI/ML model inference. Therefore, it is necessary to ensure that the UE/gNB/TRP reported measurement and the LMF-side model input are following the same rule. One possible way is that LMF indicates some assistance information to assist the measurement determination at gNB/UE side, e.g. LMF indicates the N’t samples selection criteria. 
Proposal 16: For case 2b and case 3b, some assistance information form LMF is used to ensure that the measurement reported by UE/gNB/TRP and the LMF-side model input are generated with the same rule. 
2.2.1.5. AI/ML based DL+UL positioning method
In RAN1#116bis, a new case of AI/ML based DL+UL positioning method has been discussed. Some companies want to use AI/ML based positioning to support multi-RTT, e.g. case 2b and case 3b are used together to support multi-RTT. The DL measurement reported by UE and UL measurement reported by gNB/TRP will be used as LMF-sided model input together. In our view, the evaluation results on AI/ML based DL+UL positioning method is limited in Rel-18 SI phase, and the performance benefit of AI/ML based DL+UL positioning method is unclear. In the current definitions of case 1/2a/2b/3a/3b, there is no case that explicitly supporting both DL measurement and UL measurement to determine AI/ML model input, and thus AI/ML based DL+UL positioning method does not belong to case 1/2a/2b/3a/3b. Note that case 2b is already a 2nd priority case. For the new combined case of AI/ML based DL+UL positioning, it can be considered as a complex variant of case 2b, and thus the priority should be even lower. 
Proposal 17: AI/ML based DL+UL positioning method (similar to multi-RTT) is with low priority in Rel-19.
Model output
The specification does not specify model output directly. Rather it specifies what is included in the report derived from model output. For case 3a and 2a, it was already agreed in RAN1#116 that LOS/NLOS indicator and/or timing information (UL RTOA or gNB Rx-Tx time difference for case 3a and DL RSTD or UE Rx-Tx time difference for case 2a) are supported for reporting. This is consistent with legacy positioning. 
For case 1, 3b and 2b, the model output is the location of UE. We do not foresee additional specification impact.
Assistance information for model inference
For case 1 or case 2a, UE may send a request of expected PRS/TRP set to LMF, and LMF provides the PRS configurations to UE based on the request. The AI/ML model input may be based on fixed TRP set and dynamic TRP set. In Rel-18, many companies provided evaluation results corresponding to AI/ML model input from fixed TRP set or dynamic TRP set. In general, transmitting PRS by full TRP set is most power consuming and also most resource consuming, but the positioning performance may not significantly outperforms the case of dynamic TRP input, i.e. only a subset of TRPs transmit PRS. Hence, based on the preferred trade-off between performance and cost, it is possible for UE vendors to develop their AI/ML models only using channel measurement of a subset of TRPs model input. However, the preference on TRP set of the UE-side AI/ML model is known only by UE-side. Thus, it is reasonable that UE transmits some assistance information related to the expected TRP set to ensure the consistency of PRS/TRP set configuration between model training phase and model inference phase. The LMF can configure appropriate TRP transmitting PRS to UE for obtaining the measurements based on the assistance information related to TRP set. This can avoid the inappropriate TRP set configured by LMF.
Proposal 18: For case 1 and case 2a, when UE sends a data collection request to LMF, the data collection request contains some assistance information related to the PRS/TRP set expected by UE.
2.3. Performance/model monitoring
Regarding AI/ML model monitoring or performance monitoring, for model performance monitoring metric calculation in label-based model monitoring, some potential options with regard to how to generate information on ground truth label has been discussed in RAN1#116bis. In this section, we summarize our views on the entity for model performance monitoring metric calculation and feasible options for generating ground truth label in Table 4.
[bookmark: _Ref157890775]Table 4: Label-based performance/model monitoring metric calculation for case 1/2a/2b/3a/3b
	Cases
	Who derives monitoring metric calculation
	How to generate information on ground truth label

	Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
	UE
(Option A)
	Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE.
Feasibility analysis: 
· For case 1, LMF generates UE’s location as ground truth label based on some measurement transmitted by UE and TRP’s location coordinate. 
· For case 2a, LMF generates UE’s location based on the measurement (e.g. legacy measurement RSTD) firstly and generates the positioning related information as ground truth label based on the UE’s location coordinate and gNB/TRP’s location coordinate.
The ground truth label with higher label quality indicator can be used as ground truth label for performance/model monitoring.

	
	
	Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
Feasibility analysis: 
For case 1 and case 2a, LMF provides some positioning calculation assistance data such as gNB/TRP’s location coordinate to UE, and UE generates ground truth label (UE’s location for case 1 and positioning related information for case 2a) based on NR RAT-dependent and/or NR RAT-independent positioning methods. 
The ground truth label with higher label quality indicator can be used as ground truth label for performance/model monitoring.

	
	
	Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE.
Feasibility analysis: 
If the PRU channel measurement and the corresponding PRU location are sent from LMF to target UE for performance monitoring, it is important to ensure that the PRU channel measurement and target UE’s AI/ML model input are generated with the same rule. The mismatched channel measurement as AI/ML model input may lead to an unreliable performance monitoring results.

	
	
	Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side.
Feasibility analysis: 
In this option, it is feasible only if the PRU channel measurement and target UE’s channel measurement for AI/ML model input are generated with the same rule.

	
	LMF
(Option B)
	Option B-1. At least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF.
Feasibility analysis: 
For case 1 and case 2a, UE obtains the inference result based on the UE’s channel measurement and sends the inference result to LMF. LMF generates ground truth label (UE’s location for case 1 and positioning related information for case 2a) based on the some measurement (e.g. legacy measurement RSTD). And LMF performs monitoring metric calculation based on the received inference results and estimated ground truth label.
The ground truth label with higher label quality indicator can be used as ground truth label for performance/model monitoring.

	
	
	Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Feasibility analysis: 
Similar to Option A-4, it is feasible only if the PRU’s channel measurement and target UE’s channel measurement for AI/ML model input are generated with the same rule.

	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
	LMF
	LMF generates UE’s location as ground truth label based on some measurement (e.g. legacy measurement RSTD) transmitted by UE and TRP’s location coordinate.

	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
	gNB/TRP
(Option A)
	Option A. NG-RAN node performs monitoring metric calculation for its own model.
Feasibility analysis: 
LMF generates UE’s location based on the measurement (e.g. legacy measurement RTOA) firstly and generates the positioning related information as ground truth label based on the UE’s location coordinate and gNB/TRP’s location coordinate. LMF provides the generated ground truth label to gNB/TRP for performance/model monitoring.

	
	LMF
(Option B)
	Option B. LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Feasibility analysis: 
LMF generates UE’s location based on the measurement (e.g. legacy measurement RTOA) firstly and generates the positioning related information as ground truth label based on the UE’s location coordinate and gNB/TRP’s location coordinate. And LMF performs monitoring metric calculation based on the inference results transmitted by gNB/TRP and estimated ground truth label.

	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
	LMF
	LMF generates UE’s location as ground truth label based on some measurement (e.g. legacy measurement RTOA) transmitted by gNB/TRP and TRP’s location coordinate.


For label-free monitoring, for all cases, it is difficult to design a unified metric to calculate the drift of model input distribution or model output distribution. Thus the metric calculation shall be up to implementation.
Proposal 19: For label-free monitoring, for all cases, the performance metric calculation is up to implementation. 
Proposal 20: For case 1 and case 2a, for model performance monitoring metric calculation in label-based model monitoring, at least the following options for generating ground truth label can be considered.
· Option A. The target UE side performs monitoring metric calculation.
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. At least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
Proposal 21: For case 2b and case 3b, for model performance monitoring metric calculation in label-based model monitoring, LMF generates UE’s location as ground truth label and performs monitoring metric calculation.
Proposal 22: For case 3a, for model performance monitoring metric calculation in label-based model monitoring, at least the following options for generating ground truth label can be considered.
· Option A. NG-RAN node performs monitoring metric calculation for its own model, and LMF provides the generated ground truth label to NG-RAN node.
· Option B. LMF performs monitoring metric calculation for the model located at the NG-RAN node based on the inference results transmitted by gNB/TRP and estimated ground truth label.
2.4. Consistency of additional condition
The consistency issue between training and inference regarding NW-side additional conditions for inference at UE is included in Rel-19 WID. However, this consistency issue for AI/ML based positioning is not extensively discussed in Rel-18. In Rel-18 general AI/ML framework discussion, to ensure consistency between training and inference regarding NW-side additional conditions for inference at UE-side model, the following options can be taken as potential approaches [4]: 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
Regarding model identification and model transfer, they are still part of study objectives of Rel-19 AI/ML and will be discussed in other agenda item. We prefer not to discuss them in AI/ML based positioning until the procedures for them are clear. For the other two potential approaches, there may be proprietary issue when NW-side additional condition is provided to UE. One possible solution is that supporting associated ID of NW-side additional condition to ensure the consistency of NW-side additional condition across training and inference, and the detailed assumption of NW-side additional condition with same associated ID for AI/ML based positioning needs to be further identified and discussed in RAN1. Regarding performance or model monitoring for ensuring consistency between training and inference, there is an extensive discussion on model monitoring for AI/ML based positioning in the whole Rel-18 SI phase. The performance monitoring provides minimum guarantee on the consistency. Thus, if any NW-side additional condition is identified as necessary for positioning, associated ID of NW-side additional condition and performance/model monitoring can be considered to ensure the consistency between training and inference regarding NW-side additional conditions for inference at UE-side model, i.e. case 1 and case 2a.
Proposal 23: For case 1 and case 2a, if NW-side additional condition is identified as necessary for positioning, the following options can be considered to ensure the consistency between training and inference regarding NW-side additional conditions for inference at UE-side model.
· Option 1: Based on associated ID.
· FFS on what can be assumed by UE with the same associated ID across training and inference.
· Option 2: Based on performance/model monitoring.
3. Conclusion
In this contribution, we provide our views on AI/ML-based positioning. The observation and the proposals are summarized as follows:
Observation: For case 2b and case 3b, if the whole measurement and ground truth label with quality indicator are reported to LMF side for selecting the high quality training samples, the transmission of discarded samples with low quality increases unnecessary resource overhead.
Proposal 1: Confirm the following working assumption:
Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Proposal 2: Confirm the following working assumption:
Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Proposal 3: Confirm the following working assumptions:
Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Proposal 4: For case 3a, the following methods for ground truth label generated by LMF are considered:
· Method 1: UE/PRU provides the location related information to LMF for generating the ground truth label;
· Method 2: Multiple gNBs/TRPs provide the SRS-pos measurements (e.g. UL RTOA) to LMF for estimating UE’s location coordinate and the UE’s location coordinate is used to generate the ground truth label.
Proposal 5: Confirm the following working assumption with updates:
Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Proposal 6: For case 2b and case 3b, when LMF side collects training data, LMF side can use a quality indicator condition or criteria to indicate the required quality of the collected data. 
Proposal 7: For case 1 and case 2a, at least when UE-side model is trained by UE-side, UE generates the measurement for AI/ML model inference based on the PRS transmission. The input type or format is up to UE implementation.
Proposal 8: For case 3a, at least when gNB-side model is trained by gNB/NW-side, gNB/TRP generates the measurement for AI/ML model inference based on the SRS-pos transmission. The input type or format is up to gNB/TRP implementation.
Proposal 9: At least for case 3b and 2b, support sample-based channel measurements as the AI/ML model input.
Proposal 10: For case 3b, the following one or two options of timing information reporting of sample-based measurements are considered:
· Option 1: Sample-based reporting
· Time offset: the time offset is the difference between the timing of first sample and UL RTOA reference time;
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods;
· Path-based reporting may be enhanced to support reporting more samples.
Proposal 11: For case 3b, if both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path-based reporting is based on gNB/TRP implementation or LMF indication.
Proposal 12: For case 2b, the TSubframeRxi defined in TS 38.215 is reused to determine the timing information of measurement reported from UE to LMF.
Proposal 13: For case 2b, the following one or two options of timing information reporting of sample-based channel measurements are considered:
· Option 1: Sample-based reporting
· Reference time: the TSubframeRxi defined in TS 38.215;
· Time offset: for the measurement of each TRP, the time offset is the difference between the timing of first sample corresponding to a TRP and the reference time
· Bitmap: for the measurement of each TRP, the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods
· Path-based reporting may be enhanced to support reporting more samples.
Proposal 14: For case 2b, if both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path based reporting is based on UE implementation or LMF indication.
Proposal 15: Phase measurement and reporting is supported for case 2b and case 3b. LMF makes the decision on whether to report the phase measurement and send the corresponding indication to UE/gNB/TRP.
Proposal 16: For case 2b and case 3b, some assistance information form LMF is used to ensure that the measurement reported by UE/gNB/TRP and the LMF-side model input are generated with the same rule. 
Proposal 17: AI/ML based DL+UL positioning method (similar to multi-RTT) is with low priority in Rel-19.
Proposal 18: For case 1 and case 2a, when UE sends a data collection request to LMF, the data collection request contains some assistance information related to the PRS/TRP set expected by UE.
Proposal 19: For label-free monitoring, for all cases, the performance metric calculation is up to implementation. 
Proposal 20: For case 1 and case 2a, for model performance monitoring metric calculation in label-based model monitoring, at least the following options for generating ground truth label can be considered.
· Option A. The target UE side performs monitoring metric calculation.
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option B. The LMF performs monitoring metric calculation.
· [bookmark: _GoBack]Option B-1. At least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
Proposal 21: For case 2b and case 3b, for model performance monitoring metric calculation in label-based model monitoring, LMF generates UE’s location as ground truth label and performs monitoring metric calculation.
Proposal 22: For case 3a, for model performance monitoring metric calculation in label-based model monitoring, at least the following options for generating ground truth label can be considered.
· Option A. NG-RAN node performs monitoring metric calculation for its own model, and LMF provides the generated ground truth label to NG-RAN node.
· Option B. LMF performs monitoring metric calculation for the model located at the NG-RAN node based on the inference results transmitted by gNB/TRP and estimated ground truth label.
Proposal 23: For case 1 and case 2a, if NW-side additional condition is identified as necessary for positioning, the following options can be considered to ensure the consistency between training and inference regarding NW-side additional conditions for inference at UE-side model.
· Option 1: Based on associated ID.
· FFS on what can be assumed by UE with the same associated ID across training and inference.
· Option 2: Based on performance/model monitoring.
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