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1. [bookmark: OLE_LINK13][bookmark: _Ref490222521][bookmark: OLE_LINK14]Introduction
In this contribution, we discuss the downlink coverage enhancement for NR NTN, including system level and link level study.
2. System level study
System evaluation methodology and results
Based on the above agreements in Appendix E, the following parameters for SS/PBCH block, CORSET0, SIB1 and SIB19 are assumed for system level evaluation. 
Set1-1 FR1
[bookmark: _Ref165970057]Table 1. System level configuration of SS/PBCH block, CORSET0, SIB1 and SIB19 for Set1-1 FR1
	Scenario
	Set1-1 FR1

	SCS
	15kHz in FR1

	Total RBs
	25 in FR1

	Total number of beam footprints
	1058 
	688

	Total number of simultaneously active beams
	106
	106

	Beam hopping pattern design
	Same beam size with SSB/PDCCH/SIB/Data transmission,like the following:

[image: ]
	Wider beam size for SSB transmission, narrower beam size for SIB/Common PDCCH/Data transmission, as illustrated below:: 
[image: ]

	
	N1=0
N2=N3=1058 for SSB/ SIB/Common PDCCH/Data transmission

· 2ms dwell time, 20ms revisit time for SSB+ SIB+ Common PDCCH+Data beam

· 25km for SSB/SIB/Common PDCCH/Data beam radius


	N1=0
N2=375 for SSB transmission
N3=688 for SIB/Common PDCCH/Data transmission

· 0.29ms dwell time, 20ms revisit time for SSB beam 
· 2.71ms dwell time, 
20ms revisit time for SIB+ Common PDCCH+Data beam

· 42km for SSB beam radius
31km for SIB/Common PDCCH/Data beam radius

	SSB configuration
	· 20ms SSB periodicity
· Occupy 4 OFDM symbols in time domain and 20PRBs in frequency domain for one SSB transmission

	CORSET0 configuration
	· Occupy 2 OFDM symbols in time domain and 24PRBs in frequency domain for one SIB schedule

	SIB1 configuration
	· Occupy 3 OFDM symbols in time domain and 24PRBs in frequency domain for one SIB1 transmission
· Payload size 800bits
· Periodicity of SIB1 is configured to be {20, 40, 80, 160}ms

	SIB19 configuration
	· Occupy 2 OFDM symbols in time domain and 24PRBs in frequency domain for one SIB19 transmission
· Payload size 616bits
· Periodicity of SIB19 is assumed equals to SIB1 periodicity

	Other
	Seen in Appendix.A


For Set 1-1 FR1, we respectively evaluate the system-level overheads caused by the common signalling/messages (including SSB, SIB1, SIB19, PDCCH) using the following equation:
· For Set1-1 FR1

Using different configurations of SSB, CORSET0, SIB1 and SIB19, the following table shows the corresponding overheads estimated by the above equation:
Table 2. The overhead of common signalling/messages for Set1-1 FR1
	SIB1 periodicity
	20ms
	40ms
	80ms
	160ms

	Overhead
	Set1-1 with fixed 1058 beam footprints 
	35%
	23%
	17%
	14%

	
	Set1-1 with flexible beam footprints (wider beam for SSB)
	20%
	12%
	8%
	6%



Observation 1: For Set1-1 FR1,  the common signals/messages overhead can be significantly reduced by using a proper and flexible beam hopping design taking into account, e.g., combining wider beam for SSB and narrower beam for others, compared to a fixed beam configuration.

Evaluation results
Based on the above system parameters, downlink system level performance for Set1-1 FR1 is evaluated. Some system evaluation results for Set1-1 FR1 are listed in this section, while the results of other performance metrics are showed in Appendix B. 
The evaluation results of SE performance are shown in Table 3 and Table 4, considering FTP traffic (packet size = 0.5 Mbyte and 200ms as mean inter-arrival time) and VoIP traffic. Beside the fixed footprint size and the flexible footprint size schemes discussed above, an scheme equivalent to the IMT2020 self-evaluation for NTN in TR37.911 is shown for comparison, where the equivalent value is calculate based on the various simulation parameter configurations, e.g., overhead, system time. Noted that for comparison in the FTP case the full buffer result in IMT-2020 self-evaluation for NTN is used, considering that the total traffic of the FTP traffic in this evaluation is large and approaching to the full buffer traffic.
[bookmark: _Ref166222224]Table 3. The comparison of the average SE (bps/Hz/beam footprint), considering SIB1 periodicity 20ms
	FTP traffic (packet size = 0.5 Mbyte and 200ms as mean inter-arrival time)
	Set1-1
with fixed 1058 beam footprints
	Set1-1
with flexible beam footprints (wider beam for SSB)
	The requirement of IMT-2020 self-evaluation for NTN in TR37.911 

	Average SE  (bps/Hz/ beam footprint)
	0.0478 
	0.2456
	0.05



Observation 2: For Set1-1 FR1 with FTP traffic, 
· The average SE performance of the configurations with fixed beam footprints is comparable to the results of IMT-2020 self-evaluation for NTN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can significantly achieve better performance than the configurations with fixed beam footprints, e.g., 500% performance improvement.

[bookmark: _Ref166250410]Table 4. The comparison of the average throughput of UE, considering SIB1 periodicity 20ms
	VoIP traffic (AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval)
	Set1-1
with fixed 1058 beam footprints
	Set1-1
with flexible beam footprints (wider beam for SSB)
	The VoIP transmission rate in TN [5].


	Average throughput performance (Kbps) of UE
	31.2
	62.7
	66



Observation 3: For Set1-1 FR1 with VoIP traffic,
· The performance of the configurations with fixed beam footprints cannot achieve the VoIP transmission rate in TN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can achieve better performance, which is close to the VoIP transmission rate in TN.

Set1-2 FR1
Table 5. System level configuration of SS/PBCH block, CORSET0, SIB1 and SIB19 for Set1-2 FR1
	Scenario
	Set1-2 FR1

	SCS
	15kHz in FR1

	Total RBs
	25 in FR1

	Total number of beam footprints
	1058
	688

	Total number of simultaneously active beams
	16
	16

	Beam hopping pattern design
	Same beam size with SSB/SIB/Common PDCCH/Data transimission,like the following:

[image: ]
	Wide beam size with SSB transimission, narrow beam size with SIB/Common PDCCH/Data  transimission, like the following: 
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	N1=0
N2=N3=1058 for SSB/SIB/Common PDCCH/Data transmission

· 0.3ms dwell time, 20ms revisit time for SSB+ SIB+ Common PDCCH+Data beam

· 25km for SSB/SIB/Common PDCCH/Data beam radius


	N1=0
N2=375 for SSB transmission
N3=688 for SIB/Common PDCCH/Data transmission

· 0.29ms dwell time, 20ms revisit time for SSB beam
· 0.18ms dwell time, 20ms revisit time for SIB+ Common PDCCH+Data beam

· 42km for SSB beam radius
· 31km for SIB/Common PDCCH/Data beam radius

	SSB configuration
	· 20ms SSB periodicity
· Occupy 4 OFDM symbols in time domain and 20PRBs in frequency domain for one SSB transmission

	CORSET0 configuration
	· Occupy 2 OFDM symbols in time domain and 24PRBs in frequency domain for one SIB schedule

	SIB1 configuration
	· Occupy 3 OFDM symbols in time domain and 24PRBs in frequency domain for one SIB1 transmission
· Payload size 800bits
· Periodicity of SIB1 is configured to be {20, 40, 80, 160}ms

	SIB19 configuration
	· Occupy 2 OFDM symbols in time domain and 24PRBs in frequency domain for one SIB19 transmission
· Payload size 616bits
· Periodicity of SIB19 is assumed to be same as that of SIB1

	Other
	Seen in Appendix.A


For Set 1-2 FR1, we respectively evaluate the system-level overheads caused by the common signalling/messages (including SSB, SIB1, SIB19, PDCCH) using the following equation:
· For Set1-2 FR1

Using different configurations of SSB, CORSET0, SIB1 and SIB19, the following table shows the corresponding overheads estimated by the above equation:
Table 6. The overhead of common signalling/messages for Set1-2 FR1
	SIB1 periodicity
	20ms
	40ms
	80ms
	160ms

	Overhead
	Set1-2 with fixed 1058 beam footprints 
	N/A
	N/A
	N/A
	95%

	
	Set1-2 with flexible beam footprints
 (wider beam for SSB)
	N/A
	78%
	53%
	40%



Observation 4: For Set1-2 FR1,  the common signals/messages overhead can be significantly reduced by using a proper and flexible beam hopping design taking into account, e.g., combining wider beam for SSB and narrower beam for others, compared to a fixed beam configuration.

Evaluation results
Based on the above system parameters, downlink system level performance for Set1-2 FR1 is evaluated. Some system evaluation results for Set1-2 FR1 are listed in this section, while the results of other performance metrics are showed in Appendix B. 

Table 7. The comparison of the average SE (bps/Hz/ beam footprint), considering SIB1 periodicity 160ms
	FTP traffic (packet size = 0.5 Mbyte and 200ms as mean inter-arrival time)
	Set1-2
with fixed 1058 beam footprints
	Set1-2
with flexible beam footprints (wider beam for SSB)
	The requirement of IMT-2020 self-evaluation for NTN in TR37.911 

	Average SE  (bps/Hz/ beam footprint)
	0.0125
	0.047
	0.0175



Observation 5: For Set1-2 FR1 with FTP traffic, 
· The average SE performance of the configurations with fixed beam footprints is worse than the results of IMT-2020 self-evaluation for NTN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can significantly achieve better performance than the configurations with fixed beam footprints, e.g., 276% performance improvement.
Table 8. The comparison of the average throughput of UE, considering SIB1 periodicity 160ms
	VoIP traffic (AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval)
	Set1-2
with fixed 1058 beam footprints
	Set1-2
with flexible beam footprints (wider beam for SSB)
	The VoIP transmission rate in TN [5].


	Average throughput performance (Kbps) of UE
	42
	57.5
	66



Observation 6: For Set1-2 FR1 with VoIP traffic,
· The performance of the configurations with fixed beam footprints cannot achieve the VoIP transmission rate in TN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can achieve better performance, 37% performance improvement than the configuration with fixed beam footprints.

Set1-3 FR1
Table 9. System level configuration of SS/PBCH block, CORSET0, SIB1 and SIB19 for Set1-3 FR1
	Scenario
	Set1-3 FR1

	SCS
	15kHz in FR1

	Total RBs
	25 in FR1

	Total number of beam footprints
	1058
	942

	Total number of simultaneously active beams
	106
	106

	Beam hopping pattern design
	Same beam size with SSB/SIB/Common PDCCH /Data transmission,like the following:

[image: ]
	Wide beam size with SSB transmission, narrow beam size with SIB/Common PDCCH/Data transmission, like the following: 
[image: ]

	
	N1=0
N2=N3=1058 for SSB/SIB/Common PDCCH/Data transimission

· 0.5ms dwell time, 20ms revisit time for SSB+ SIB+Common PDCCH+Date beam

· 25km for SSB/SIB/Common PDCCH /Data beam radius


	N1=0
N2=844 for SSB transmission
N3=942 for SIB/Common PDCCH/Data transmission

· 0.29ms dwell time, 20ms revisit time for SSB beam
· 1.96ms dwell time, 
20ms revisit time for SIB+Common PDCCH+Data beam

· 28km for SSB beam radius
· 26.5km for SIB/Common PDCCH /Data beam radius

	SSB configuration
	· 20ms SSB periodicity
· Occupy 4 OFDM symbols in time domain and 20PRBs in frequency domain for one SSB transmission

	CORSET0 configuration
	· Occupy 2 OFDM symbols in time domain and 24PRBs in frequency domain for one SIB schedule

	SIB1 configuration
	· Occupy 3 OFDM symbols in time domain and 24PRBs in frequency domain for one SIB1 transmission
· Payload size 800bits
· Periodicity SIB1 is configured to be {20, 40, 80, 160}ms

	SIB19 configuration
	· Occupy 2 OFDM symbols in time domain and 24PRBs in frequency domain for one SIB19 transmission
· Payload size 616bits
· Periodicity SIB19 is assumed equals to SIB1 periodicity

	Other
	Seen in Appendix.A


For Set 1-3 FR1, we respectively evaluate the system-level overheads caused by the common signalling/messages (including SSB, SIB1, SIB19, PDCCH) using the following equation:
· For Set1-3 FR1

Using different configurations of SSB, CORSET0, SIB1 and SIB19, the following table shows the corresponding overheads estimated by the above equation:

Table 10. The overhead of common signalling/messages for Set1-3 FR1
	SIB1 periodicity
	20ms
	40ms
	80ms
	160ms

	Overhead
	Set1-3 with fixed 1058 beam footprints 
	N/A
	59%
	35%
	24%

	
	Set1-3 with flexible beam footprints
 (wider beam for SSB)
	94%
	52%
	30%
	20%



Observation 7: For Set1-3 FR1,  the common signals/messages overhead can be significantly reduced by using a proper and flexible beam hopping design taking into account, e.g., combining wider beam for SSB and narrower beam for others, compared to a fixed beam configuration.
Evaluation results
Based on the above system parameters, downlink system level performance for Set1-3 FR1 is evaluated. Some system evaluation results for Set1-3 FR1 are listed in this section,  while the results of other performance metrics are showed in Appendix B. 
Table 11. The comparison of the average SE (bps/Hz/ beam footprint), considering SIB1 periodicity 40ms
	FTP traffic (packet size = 0.5 Mbyte and 200ms as mean inter-arrival time)
	Set1-3
with fixed 1058 beam footprints
	Set1-3
with flexible beam footprints (wider beam for SSB)
	The requirement of IMT-2020 self-evaluation for NTN in TR37.911 

	Average SE  (bps/Hz/ beam footprint)
	0.016
	0.040
	0.025



Observation 8: For Set1-3 FR1 with FTP traffic, 
· The average SE performance of the configurations with fixed beam footprints is worse than the results of IMT-2020 self-evaluation for NTN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can significantly achieve better performance than the configurations with fixed beam footprints, e.g., 150% performance improvement.

Table 8. The comparison of the average throughput of UE, considering SIB1 periodicity 160ms
	VoIP traffic (AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval)
	Set1-3
with fixed 1058 beam footprints
	Set1-3
with flexible beam footprints (wider beam for SSB)
	The VoIP transmission rate in TN [5].


	Average throughput performance (Kbps) of UE
	35
	61
	66



Observation 9: For Set1-3 FR1 with VoIP traffic,
· The performance of the configurations with fixed beam footprints cannot achieve the VoIP transmission rate in TN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can achieve better performance, 74% performance improvement than the configuration with fixed beam footprints.

Potential enhancements at system level
In the simulation, we investiage the system performance under the assumption of 20ms SSB default periodicity. We compare the above system simulation results with the performances of IMT-2020 self-evaluation for NTN [6] and the performances of TN legacy VoIP [5]. For FTP or VoIP traffic, Set 1-1/2/3 with configurations with fixed beam footprint generally has wores performance than IMT-2020 self-evaluation for NTN or TN legacy VoIP. While, with proper modified configurations, e.g., combining wide and narrow beam, all Set can achieve significantly better performance than IMT-2020 self-evaluation for NTN. For VoIP, the performance of all Set can be close to TN legacy VoIP.
Proposal 1: For LEO600km Set1-1/2/3 FR1, applying proper flexible beam size and hopping design can significantly improve the system level performance to an acceptable level.
Proposal 2: For LEO600km Set1-1/2/3 FR1, the change of SSB design including periodicity is not necessary for the DL coverage enhancement.
3. Link level study
Link evaluation methodology and results
Based on the above agreements in Appendix E, for link level evaluation, downlink coverage performance in NR NTN is evaluated according to the following steps, according to the agreements made in RAN1#116.
· Step 1: CNR is calculated as defined in 6.1.3.1 of TR 38.821
· Step 2: Required SNR of target service is evaluated by LLS
· Step 3: The CNR and the required SNR are compared
Based on the methodology above, we evaluate the coverage performance of PDCCH, SIB1, SIB19, Msg2, Msg4, PDSCH-3kbps and PDSCH-1Mbps, where detailed evaluation parameters are defined as appendix C.

Evaluation result
The downlink coverage evaluation results for Set1-1, Set1-2, and Set1-3 FR1 are illustrated in the following tables: 
[bookmark: _Ref165964088]Table 4. The evaluation results for Set1-1/Set1-2 FR1
	Channel/Signal
	link budget CNR (dB)
	LLS results SNR (dB)
	Performance gap SNR-CNR (dB)

	PDCCH
	-1.9
	-4.91
	-3.01

	PDSCH-1Mbps
	-1.9
	-4.90
	-3.00

	PDSCH-3kbps
	-1.9
	-14.73
	-12.83

	VoIP
	-1.9
	-14.08
	-12.18

	Msg2
	-1.9
	-14.13
	-12.23

	Msg4
	-1.9
	-4.74
	-2.84

	SIB1 
with 800 bits payload size
	-1.9
	-5.73
	-3.83

	SIB1 
with 1280 bits payload size
	-1.9
	-3.75
	-1.85

	SIB19
	-1.9
	-5.99
	-4.09


From Table 4, it can be observed that all of the interested channels/signal satisfy the required SNR. Hence, from link-level aspects, no channel need to be enhanced for Set1-1 FR1 and Set1-2 FR1. 
Observation 10: For LEO600km Set1-1 FR1 and Set1-2 FR1, based on link budget analysis, no coverage issue is observed for any channels.
Table 5. The evaluation results for Set1-3 FR1
	Channel/Signal
	link budget CNR (dB)
	LLS results SNR (dB)
	Performance gap SNR-CNR (dB)
	Potential solution

	PDCCH
	-9.9
	-4.91
	4.99
	By proper beam pattern design above or in [4]

	PDSCH-1Mbps
	-9.9
	-4.90
	5.00
	By retransmission

	PDSCH-3kbps
	-9.9
	-14.73
	-4.83
	

	VoIP
	-9.9
	-14.08
	-4.18
	

	Msg2
	-9.9
	-14.13
	-4.18
	

	Msg4
	-9.9
	-4.74
	5.16
	By retransmission

	SIB1 
with 800 bits payload size
	-9.9
	-5.73
	4.17
	By repetition or retransmission

	SIB1 
with 1280 bits payload size
	-9.9
	-3.75
	6.15
	

	SIB19
	-9.9
	-5.99
	3.91
	



From Table 4, it can be observed that PDCCH, PDSCH-1Mbps, Msg4, SIB1 with 800/1280 bits payload size, SIB19 suffer different perforamcne gaps and would be the bottleneck channel. 
Observation 11: For LEO600km Set1-3 FR1, based on link budget analysis, 3~6 dBs performance gaps from the coverage target are observed for some of the channels and signals, namely PDCCH, PDSCH-1Mbps, Msg4, SIB1 with 800/1280 bits payload size.
Though these channels suffer performance loss, it doesn’t mean that these channels need to be enhanced at link-level aspects. Instead, the performance loss can be reduced through proper beam pattern design at the system level aspects or some common used methods, e.g., repetition, retransmission. For example, the performance loss of SIB1/SIB19 can be easily solved by enabling repetition transmission, e.g., 4 times of repetitions within the SIB1 period or SI window. And the performance loss of Msg4/PDSCH-1Mbps can be easily solved by enabling PDSCH retransmission. For PDCCH, adopting proper beam hopping hopping design at the system level aspects to solve the 4.99dB performance loss, e.g., using four simultaneously activated beams targeting the same area in the beam hopping hopping design above or in Appendix D, which will bring an extra 6dB (6 > 4.99) power gain at the receiver.
Observation 12: The performance loss of SIB1/SIB19 can be easily solved by enabling repetition transmission or retransmission.
Observation 13: The performance loss of Msg4/PDSCH-1Mbps can be easily solved by enabling retransmission.
Observation 14: The performance loss of PDCCH can be solved by a proper beam hopping pattern design at the system level aspects.

Potential enhancements at link level
In the simulation, we investigate the link performance of different channels. According to the above evaluation results, we can see that, though some channels suffer performance losses, these performance losses can be solved through proper beam pattern design at the system level aspects or some common used methods, e.g., repetition, retransmission. That is, we don’t need to make effort to study the enhancement of these channels at link-level aspects.
Proposal 3: For LEO600km Set1-1/2/3 FR1, additional link level enhancement for DL coverage is not necessary.

4. Conclusion
In this contribution, we provide our views on downlink coverage enhancement for NR-NTN. According to the discussions, we have following observations and proposals: 
Observation 1: For Set1-1 FR1,  the common signals/messages overhead can be significantly reduced by using a proper and flexible beam hopping design taking into account, e.g., combining wider beam for SSB and narrower beam for others, compared to a fixed beam configuration.
Observation 2: For Set1-1 FR1 with FTP traffic, 
· The average SE performance of the configurations with fixed beam footprints is comparable to the results of IMT-2020 self-evaluation for NTN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can significantly achieve better performance than the configurations with fixed beam footprints, e.g., 500% performance improvement.
Observation 3: For Set1-1 FR1 with VoIP traffic,
· The performance of the configurations with fixed beam footprints cannot achieve the VoIP transmission rate in TN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can achieve better performance, which is close to the VoIP transmission rate in TN.
Observation 4: For Set1-2 FR1,  the common signals/messages overhead can be significantly reduced by using a proper and flexible beam hopping design taking into account, e.g., combining wider beam for SSB and narrower beam for others, compared to a fixed beam configuration.
Observation 5: For Set1-2 FR1 with FTP traffic, 
· The average SE performance of the configurations with fixed beam footprints is worse than the results of IMT-2020 self-evaluation for NTN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can significantly achieve better performance than the configurations with fixed beam footprints, e.g., 276% performance improvement.
Observation 6: For Set1-2 FR1 with VoIP traffic,
· The performance of the configurations with fixed beam footprints cannot achieve the VoIP transmission rate in TN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can achieve better performance, 37% performance improvement than the configuration with fixed beam footprints.
Observation 7: For Set1-3 FR1,  the common signals/messages overhead can be significantly reduced by using a proper and flexible beam hopping design taking into account, e.g., combining wider beam for SSB and narrower beam for others, compared to a fixed beam configuration.
Observation 8: For Set1-3 FR1 with FTP traffic, 
· The average SE performance of the configurations with fixed beam footprints is worse than the results of IMT-2020 self-evaluation for NTN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can significantly achieve better performance than the configurations with fixed beam footprints, e.g., 150% performance improvement.
Observation 9: For Set1-3 FR1 with VoIP traffic,
· The performance of the configurations with fixed beam footprints cannot achieve the VoIP transmission rate in TN.
· The proposed configurations utilizing proper and flexible beam, e.g., combining wider beam for SSB and narrower beam for others, can achieve better performance, 74% performance improvement than the configuration with fixed beam footprints.
Observation 10: For LEO600km Set1-1 FR1 and Set1-2 FR1, based on link budget analysis, no coverage issue is observed for any channels.
Observation 11: For LEO600km Set1-3 FR1, based on link budget analysis, 3~6 dBs performance gaps from the coverage target are observed for some of the channels and signals, namely PDCCH, PDSCH-1Mbps, Msg4, SIB1 with 800/1280 bits payload size.
Observation 12: The performance loss of SIB1/SIB19 can be easily solved by enabling repetition transmission or retransmission.
Observation 13: The performance loss of Msg4/PDSCH-1Mbps can be easily solved by enabling retransmission.
Observation 14: The performance loss of PDCCH can be solved by a proper beam hopping pattern design at the system level aspects.
Proposal 1: For LEO600km Set1-1/2/3 FR1, applying proper flexible beam size and hopping design can significantly improve the system level performance to an acceptable level.
Proposal 2: For LEO600km Set1-1/2/3 FR1, the change of SSB design including periodicity is not necessary for the DL coverage enhancement.
Proposal 3: For LEO600km Set1-1/2/3 FR1, additional link level enhancement for DL coverage is not necessary.
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Appendix A. Parameters for system level simulation
	Parameters
	Value

	Scenario
	RMA

	Satellite orbit configuration
	LEO-600 km altitude

	Service link frequency 
	S-band (2GHz)

	Channel bandwidth 
	5MHz

	3 dB beam width
	6.06 deg for Set1-1
6.06 deg for Set1-2
5.04 deg for Set1-3


	Satellite EIRP density
	31dBW/MHz for Set1-1
31 dBW/MHz for Set1-2
31 dBW/MHz for Set1-3


	Satellite antenna gain
	30 dBi, consider 4dB steering loss

	Satellite G/T
	1.1 dB/K

	Satellite polarization configuration
	Circular

	Satellite antenna pattern
	See section 6.4.1 in TR38.811: Bessel function

	UE configuration
	Handheld

	UE Antenna type and configuration
	Omni-directional; [M N P Mg Ng; Mp Np]=[1 1 2 1 1;1 1]

	UE antenna polarisation
	Linear: ±45°X-pol

	UE Antenna gain (dBi)
	-5.5dBi

	UE Antenna temperature (K)
	290

	Noise figure (dB)
	7

	UE Tx transmit power
	200 mW (23 dBm)

	UEs outdoor/indoor configuration
	100% outdoor distribution for UEs, X = 2,4,6,8,10,… UEs per beam with uniform distribution

	Handover Margin
	0dB

	UE attachment
	RSRP

	Channel model
	Large scale model and small scale model

	Propagation conditions
	Clear Sky Line of sight

	Receiver type
	MMSE-IRC

	Scheduler
	SU

	Traffic model
	· FTP 3 (see TR 38.821) packet size = 0.5 Mbyte; 200ms as mean inter-arrival time;
· FTP 3 packet size = 0.1Mbyte; 2s as mean inter-arrival time;
· Voip AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) with 20 ms data arriving interva

	Channel estimation
	Realistic

	Metrics for performance
	· The dwell time and revisit time interval for each beam illumination across the coverage
· The UE throughput
· User perceived throughput (UPT)
· [bookmark: OLE_LINK4]Latency
· Cell average throughput



Appendix B. System level simulation results
LEO600km Set1-1 FR1
FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time
	FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time

	OH
	20%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps)
	0.4631 
	0.2772 
	0.2261 
	0.1888 
	0.1132 

	User average se (bps/Hz)
	0.1880 
	0.0699 
	0.0489 
	0.0409 
	0.0246 

	User average delay (s)
	7.7692 
	9.4571 
	9.7520 
	9.7479 
	9.7617 

	Cell average se  (bps/Hz)
	0.3761 
	0.2798 
	0.2935 
	0.3270 
	0.2456 



	FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time

	OH
	6%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps)
	0.5581 
	0.2841 
	0.2664 
	0.2172 
	0.1343 

	User average se (bps/Hz)
	0.1653 
	0.0826 
	0.0577 
	0.0469 
	0.0290 

	User average delay (s)
	8.0518 
	9.2036 
	9.7654 
	9.7406 
	9.7215 

	Cell average se  (bps/Hz)
	0.3306 
	0.3303 
	0.3462 
	0.3754 
	0.2896 

	Cell average throughput  (Kbps)
	1652.86 
	1651.26 
	1730.96 
	1877.18 
	1448.20 



FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time

	FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time

	OH
	20%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps)
	1.2312 
	0.8309 
	0.3134 
	0.2458 
	0.1094 

	User average se (bps/Hz)
	0.0574 
	0.0590 
	0.0457 
	0.0389 
	0.0241 

	User average delay (s)
	0.8087 
	1.5523 
	3.1040 
	3.6853 
	5.7473 

	Cell average se  (bps/Hz)
	0.1149 
	0.2358 
	0.2743 
	0.3109 
	0.2413 

	Cell average throughput  (Kbps)
	574.35 
	1179.16 
	1371.30 
	1554.41 
	1206.26 



	FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time

	OH
	6%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps)
	1.5841 
	0.7891 
	0.4253 
	0.3131 
	0.1371 

	User average se (bps/Hz)
	0.0744 
	0.0717 
	0.0554 
	0.0444 
	0.0283 

	User average delay (s)
	0.7335 
	1.4917 
	2.4042 
	2.8789 
	5.3754 

	Cell average se  (bps/Hz)
	0.1489 
	0.2868 
	0.3324 
	0.3553 
	0.2829 

	Cell average throughput  (Kbps)
	744.37 
	1434.13 
	1662.24 
	1776.36 
	1414.56 



Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval

	Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval

	OH
	20%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps）
	0.0475 
	0.0627 
	0.0480 
	0.0606 
	0.0612 

	User average se (bps/Hz)
	0.0022 
	0.0022 
	0.0022 
	0.0022 
	0.0022 

	User average delay (s)
	0.0045 
	0.0059 
	0.0076 
	0.0063 
	0.0058 

	Cell average se  (bps/Hz)
	0.0044 
	0.0089 
	0.0133 
	0.0178 
	0.0222 

	Cell average throughput  (Kbps)
	22.18 
	44.38 
	66.56 
	88.76 
	110.93 



	Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval

	OH
	6%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps）
	0.0475 
	0.0627 
	0.0480 
	0.0606 
	0.0612 

	User average se (bps/Hz)
	0.0022 
	0.0022 
	0.0022 
	0.0022 
	0.0022 

	User average delay (s)
	0.0045 
	0.0059 
	0.0076 
	0.0063 
	0.0058 

	Cell average se  (bps/Hz)
	0.0044 
	0.0089 
	0.0133 
	0.0178 
	0.0222 

	Cell average throughput  (Kbps)
	22.18 
	44.38 
	66.56 
	88.76 
	110.93 



LEO600km Set1-2 FR1
FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time
	FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time

	OH
	78%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps）
	0.0271 
	0.0109 
	0.0093 
	0.0091 
	0.0098 

	User average se (bps/Hz)
	0.0138 
	0.0055 
	0.0047 
	0.0040 
	0.0029 

	User average delay (s)
	9.8235 
	9.6840 
	9.7238 
	8.5740 
	6.6055 

	Cell average se  (bps/Hz)
	0.0275 
	0.0218 
	0.0280 
	0.0323 
	0.0286 

	Cell average throughput  (Kbps)
	137.52 
	109.04 
	140.22 
	161.50 
	143.14 



FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time

	FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time

	OH
	78%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps）
	0.0309 
	0.0134 
	0.0111 
	0.0105 
	0.0089 

	User average se (bps/Hz)
	0.0128 
	0.0051 
	0.0045 
	0.0038 
	0.0027 

	User average delay (s)
	8.4911 
	7.4364 
	7.8642 
	7.1209 
	5.2971 

	Cell average se  (bps/Hz)
	0.0257 
	0.0203 
	0.0272 
	0.0306 
	0.0271 

	Cell average throughput  (Kbps)
	128.26 
	101.40 
	135.83 
	152.90 
	135.56 



Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval

	Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval

	OH
	78%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps）
	0.0575 
	0.0353 
	0.0301 
	0.0375 
	0.0473 

	User average se (bps/Hz)
	0.0052 
	0.0039 
	0.0034 
	0.0031 
	0.0026 

	User average delay (s)
	0.0037 
	0.0099 
	0.0101 
	0.0102 
	0.0088 

	Cell average se  (bps/Hz)
	0.0103 
	0.0155 
	0.0204 
	0.0252 
	0.0256 

	Cell average throughput  (Kbps)
	51.7482
	77.36305
	102.0446
	125.8964
	128.0224



LEO600km Set1-3 FR1
FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time

	FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time

	OH
	94%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps）
	0.0344 
	0.0222 
	0.0246 
	0.0221 
	0.0344 

	User average se (bps/Hz)
	0.0075 
	0.0048 
	0.0036 
	0.0033 
	0.0022 

	User average delay (s)
	9.8261 
	9.7256 
	6.6187 
	6.2257 
	3.0756 

	Cell average se  (bps/Hz)
	0.0150 
	0.0191 
	0.0215 
	0.0263 
	0.0222 

	Cell average throughput  (Kbps)
	74.93 
	95.69 
	107.26 
	131.74 
	111.22 



FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time

	FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time

	OH
	94%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps）
	0.0499 
	0.0250 
	0.0233 
	0.0242 
	0.0269 

	User average se (bps/Hz)
	0.0089 
	0.0040 
	0.0035 
	0.0032 
	0.0022 

	User average delay (s)
	8.5132 
	7.4630 
	6.8326 
	5.8074 
	2.9381 

	Cell average se  (bps/Hz)
	0.0178 
	0.0159 
	0.0211 
	0.0253 
	0.0223 

	Cell average throughput  (Kbps)
	89.02 
	79.52 
	105.38 
	126.62 
	111.33 



Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval

	Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval

	OH
	94%

	Activated user num per cell
	2
	4
	6
	8
	10

	User average upt (Mbps）
	0.0475 
	0.0562 
	0.0436 
	0.0579 
	0.0544 

	User average se (bps/Hz)
	0.0022 
	0.0021 
	0.0022 
	0.0021 
	0.0017 

	User average delay (s)
	0.0045 
	0.0064 
	0.0081 
	0.0068 
	0.0065 

	Cell average se  (bps/Hz)
	0.0044 
	0.0084 
	0.0131 
	0.0170 
	0.0169 

	Cell average throughput  (Kbps)
	22.18 
	42.18 
	65.56 
	84.76 
	84.69 


Appendix C. Parameters for link budget evaluation
[bookmark: _Ref40286490]Table C1. Parameter configurations for link budget calculation
	Parameters
	Values

	Carrier frequency
	2 GHz for DL and UL (S-band)

	System bandwidth
	20 MHz (S-band), 15kHz SCS

	Satellite altitude
	600 km

	Target elevation angle
	30°

	Atmospheric loss
	Equation (6.6-8) in [1]

	Shadowing margin
	3 dB

	Scintillation loss
	Section 6.6.6 in [1]
Ionospheric loss: [image: ]= 2.2 dB (note 1)
Tropospheric loss: Table 6.6.6.2.1-1 of [1]

	Additional loss
	0 dB

	Clear sky conditions
	Yes

	Satellite antenna polarization
	Circular polarization

	Terminal type
	S band: (M, N, P) = (1,1,2)

	Polarization loss
	3dB

	Free space path loss
	Equation (6.6-2) in [1]

	Clutter loss
	0dB for NTN-TDL-C

	Channel model
	Rural scenario, NTN-TDL-C, DS is mean DS specified in table 6.7.2-8a/7a in [1]

	Outcome
	CNR

	NOTE 1: Based on P3 curve for 1% of time from Figure 6.6.6.1.4-1 of [1] after frequency scaling.
[image: ]dB
NOTE 2: [1] in this table is 3GPP TR 38.811 v15.2.0: "Study on New Radio (NR) to support non-terrestrial networks (Release 15)"


Table C2. Satellite characteristics for link budget calculation
	Satellite Set
	Set-1 LEO-600

	Satellite antenna pattern
	Section 6.4.1 in TR38.811

	Satellite antenna polarization
	Circular polarization

	Payload characteristics for DL transmissions

	Equivalent antenna aperture
	S-band
(i.e. 2 GHz)
	2 m

	EIRP density
	
	34 dBW/MHz

	Tx max Gain
	
	30 dBi

	3dB beamwidth
	
	4.4127 deg

	Beam diameter
	
	50 km

	Equivalent antenna aperture
	Ka-band
(i.e. 20 GHz for DL)
	0.5 m

	EIRP density
	
	4 dBW/MHz

	Tx max Gain
	
	38.5 dBi

	3dB beamwidth
	
	1.7647 deg

	Beam diameter
	
	20 km

	Payload characteristics for UL transmissions

	Equivalent antenna aperture
	S-band
(i.e. 2 GHz)
	2 m

	G/T
	
	1.1 dB K-1

	Rx max Gain
	
	30 dBi

	Equivalent antenna aperture
	Ka-band
(i.e. 30 GHz for UL)
	0.33 m

	G/T
	
	13 dB K-1

	Rx max Gain
	
	38.5 dBi

	NOTE: All these satellite parameters are applied per beam.


Table C3. UE characteristics for link budget calculation
	Characteristics
	Handheld

	Frequency band
	S band (i.e. 2 GHz)

	Antenna type and configuration
	1T2R

	Polarisation
	Linear

	Rx Antenna gain 
	-5.5 dBi per element

	Antenna temperature
	290 K

	Noise figure
	7 dB

	Tx transmit power
	200 mW (23 dBm)

	Tx antenna gain
	-5.5 dBi per element


Table C4. Link-level simulation assumptions for PDSCH VoIP and low data rate transmission
	Parameters
	Value

	Carrier frequency
	2 GHz

	System bandwidth
	5 MHz, 25RBs

	Waveform
	CP-OFDM 

	SCS
	15kHz

	Antenna configuration
	1T2R

	Allocated RBs
	6 PRBs for VoIP
2 PRBs for 3kbps data rate
24 PRBs for 1Mbps data rate

	Symbol allocation
	14 OS 

	DMRS configuration
	Type I, single-symbol, 2 DMRS symbol, no multiplexing with data, e.g. [3 11]

	Mapping type
	Mapping type A

	Repetition number
	Repetition type A, 
16 repetitions for VoIP
16 repetitions for 3kbps data rate
2 repetitions for 1Mbps data rate

	Channel model
	NTN-TDL-C

	HARQ
	NO

	UE speed
	3km/h

	TBS/MCS
	MCS0 (TBS=187) for VoIP
MCS0 (TBS=52) for 3kbps data rate
MCS4 (TBS=2063) for 1Mbps data rate

	BLER
	2% iBLER for VoIP
10% iBLER for 3kbps/1Mbps data

	Elevation angle
	30(LEO-600)

	Frequency offset
	0.1ppm


Table C5. Link-level simulation assumptions for PDSCH Msg2 and Msg4 transmission
	Parameters
	Value

	Carrier frequency
	2 GHz

	System bandwidth
	5 MHz, 25RBs

	Waveform
	CP-OFDM 

	SCS
	15kHz

	Antenna configuration
	1T2R

	Allocated RBs
	24 PRBs for Msg2 and Msg4

	Symbol allocation
	14 OS 

	DMRS configuration
	3 DMRS symbols for Msg2
2 DMRS symbols for Msg4

	Mapping type
	Mapping type A

	Repetition number
	Repetition type A, 1 repetition

	Channel model
	NTN-TDL-C(LOS)

	HARQ
	NO

	UE speed
	3km/h

	TBS/MCS
	72 bits for Msg2
1040 bits for Msg4

	Modulation order
	QPSK

	BLER
	10% iBLER

	Elevation angle
	30 for LEO-600

	Frequency offset
	0.1ppm


Table C6. Link-level simulation assumptions for PDSCH SIB1 and SIB19 transmission
	Parameters
	Value

	Carrier frequency
	2 GHz

	System bandwidth
	5 MHz, 25RBs

	Waveform
	CP-OFDM 

	SCS
	15kHz

	Antenna configuration
	1T2R

	Allocated RBs
	24 PRBs

	Symbol allocation
	14 OS for SIB1
12 OS for SIB19

	DMRS configuration
	2 DMRS symbols

	Mapping type
	Mapping type A

	Repetition number
	Repetition type A, 1 repetition

	Channel model
	NTN-TDL-C(LOS)

	HARQ
	NO

	UE speed
	3km/h

	TBS/MCS
	for SIB1: 
· Option1: 800bits, MCS0 (TBS=808)
· Option2: 1280bits, MCS2 (TBS=1320)
for SIB19: 616bits, MCS0 (TBS=672)

	Modulation order
	QPSK

	BLER
	10% iBLER

	Elevation angle
	30 for LEO-600

	Frequency offset
	0.1ppm


Appendix D. Beam hopping design for Set1-3 [4]


[bookmark: _Ref163055815]Figure 1 The time-domain SSB pattern of 1 SSBs within 0.5ms period, for a single beam


[bookmark: _Ref163055864]Figure 2 SSB patterns in a TDMed manner
Method1: For Set1-3, considering a time-domain SSB pattern of 1 SSBs within 0.5ms dwell time, the number of TDMed SSB patterns within a SSB period is . Thus, by hopping the beams sequentially with TDMed SSB patterns, a total number of beams can be reached within a period of 20ms, covering four times the overall 1058 beam footprints required. That is to say, four beams targeting the same area can be activated simultaneously, which leads to an extra 6dB power gain at the receiver. We consider N2=N3=1058, N1=0 for the above beam hopping mechanism. Besides, if the dwell time of a SSB pattern is longer, all beam footprints can still be covered within a period of 20ms.
Based on the satellite aggregated EIRP is considered to be 53.24dBW per 5MHz, i.e., 46.24 dBW/MHz in Set1-3 and the extra 6dB coverage gain can be achieved at the receiver since four beams can cover the same area simultaneously, we can drive the eventual additional EIRP loss for the receiver at an activated beam is 10*log10(106) – (46.24 – 34) – 6 = 2 dB, compared with the EIRP density/beam of 34 dBm considered in our previous contribution on Rel-18 link budget evaluation[2]. Thus, the evaluation results for DL coverage can be obtained as follows. 
	Results
	link budget CNR1
	link budget CNR2
(consider the total loss into CNR1）
	LLS results SNR
	Performance gap SNR-CNR1
	Performance gap SNR-CNR2

	PDCCH with AL=8 for 5MHz bandwidth
	-1.89
	-3.89
	-4.91
	-3.02
	-1.02

	PDSCH-1Mbps
	-1.89
	-3.89
	-4.90
	-3.01
	-1.01

	PDSCH-3kbps
	-1.89
	-3.89
	-14.73
	-12.84
	-10.84

	PDSCH-Msg2
	-1.89
	-3.89
	-14.13
	-12.24
	-10.24

	PDSCH-Msg4
	-1.89
	-3.89
	-4.74
	-2.85
	-0.85


It can be observed that all of the interested physical channels are satisfied with the required performance gap even if the additional 2 dB loss is considered. 

Method2: we can increase the gain of beamwidth to reduce the EIPR loss of an activated beam, by reducing the beam size. Specifically, if the beam size is set to 43km (beamwidth 4.1°), which will bring an extra 0.6 beamwidth gain accord to Figure 3,  and the corresponding number of total beam footprints is 1413. If the beam size is smaller, there will be more beam footprints and more beamwidth gain. 
[image: ]
[bookmark: _Ref166257837]Figure 3 Satellite antenna pattern
Considering the following beam hopping mechanism: the dwell time of the time-domain SSB pattern of 1 SSBs is 0.5ms, and the number of TDMed SSB patterns within a SSB period is . Thus, by hopping the beams sequentially in TDMed SSB patterns, a total number of beams can be reached within a period of 20ms, covering three times the overall 1413 beam footprints required. That is to say, three beams targeting the same area are activated simutanouly, which lead to an extra 4.8dB power gain at the receiver. We consider N2=N3=1413, N1=0 for the above beam hopping mechanism.  However, if the dwell time of a SSB pattern is larger,  all beam footprints can still be covered within a period of 20ms.
Based on the satellite aggregated EIRP is considered to be 53.24dBW per 5MHz, i.e., 46.24 dBW/MHz in Set1-3 and the extra 3+1.31 dB extra gain can be achieved at the receiver Since two beams can cover the same area simultaneously and using small beam size, we can drive the the eventually additional EIRP loss for the receiver at an activated beam is 10*log10(106) – (46.24 – 34) – (4.8+0.6) = 2.6 dB, compared with the EIRP density/beam of 34 dBm considered in our previous contribution on Rel-18 link budget evaluation[2]. Thus, the evaluation results for DL coverage can be obtained as follows.
	Results
	link budget CNR1
	link budget CNR2
(consider the total loss into CNR1）
	LLS results SNR
	Performance gap SNR-CNR1
	Performance gap SNR-CNR2

	PDCCH with AL=8 for 5MHz bandwidth
	-1.89
	-4.49
	-4.91
	-3.02
	-0.42

	PDSCH-1Mbps
	-1.89
	-4.49
	-4.90
	-3.01
	-0.41

	PDSCH-3kbps
	-1.89
	-4.49
	-14.73
	-12.84
	-10.24

	PDSCH-Msg2
	-1.89
	-4.49
	-14.13
	-12.24
	-9.64

	PDSCH-Msg4
	-1.89
	-4.49
	-4.74
	-2.85
	-0.25


It can be observed that all of the interested physical channels are satisfied with the required performance gap even if the additional 2.6 dB loss is considered. 

Appendix E. Agreements made in RAN1#116 and RAN1#116bis
	Agreement
RAN1 to consider the following performance metrics for DL Coverage enhancement evaluation at system level:
At least:
· CDF of the received SINR
· The dwell time and revisit time interval for each beam illumination across the coverage
· Periodicity of common control channels (e.g. SSB, CORESET0/SIB1, SIB19) and corresponding coverage ratio
Other metrics may be reported such as
· CDF of the cell throughput
· CDF of user perceived throughput (UPT)
· CDF of Latency
· Ratio of mean served cell throughput and offered cell throughput, denoted by 𝜌 (refer to TR36.889)
For system level study based on analytical evaluation:
· N1 beam footprints are in state “off”
· These beam footprints are not served by any signal (no satellite service in this area)
· N2 beam footprints are in state “common messages only”
· These beam footprints do not have any active user traffic, and are served the necessary information for cell discovery and initial access.
· Optionally, companies may consider user arrival (e.g. RACH access) in this type of cell, and should describe how this is taken into account in the analytical evaluation
· N3 beam footprints are in state “active traffic” 
· These beam footprints have X active (e.g. VoNR) users each.
· These beam footprints are also served the necessary information for cell discovery and initial access
· N1 + N2 + N3 = “Total number of beam footprints “ 
· N1, N2, N3, X are to be reported by companies.
· Resource utilization obtained under the assumptions above is to be reported by companies.
· Other assumptions made in the evaluation are to be reported by companies, e.g. power sharing scheme, beam hopping scheme, etc.
[bookmark: _Hlk163143553]Agreement:
	LEO600km Set1-1 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size(Note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	31.24

	Aggregated EIRP (Total) (dBW)
	61.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints***
	1058

	Total number of simultaneously active beams **
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 61.24 dBm for the reference configuration. 
**Assuming 100 % Resource Block utilization within the same beam at max power. Absolute number of simultaneously active beams is up to 212 (due to limitation of RF) 
*** For a constellation design at 600km with low elevation angle with 30° and selected (i.e Set 1 parameters) beam size
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies


Agreement:
	LEO600km Set1-2 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	23

	Aggregated EIRP (Total) (dBW)
	53*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	16

	% simultaneously active beams**
	1.5 %

	*Note: EIRP limit is 53 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 16 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies


Agreement:
	LEO600km Set 1-3 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	26

	Payload Total DL power level (dBW)
	23.24

	Aggregated EIRP (Total) (dBW)
	53.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	33

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 53.24 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 212 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies


Agreement
Confirm the Satellite phased-array antenna parameters for LEO 600km in FR1 defined in RAN1#116.
	Satellite phased array antenna Characteristics
	

	Orbit
	LEO-600km

	Frequency range/band
	FR1/S-Band

	Antenna element pattern
	Table7.3-1 in TR 38.901

	Horizontal/vertical 3 dB beam width of single element (degree)
	65 for H 65 for V

	Antenna element spacing
	0.667 lambda

	Antenna polarization
	Circular (RHCP or LHCP)

	Number of antenna elements 
	400 elements (20 x 20)

	Equivalent satellite antenna aperture
	2m

	Element maximum gain
	4 dBi

	Antenna maximum gain
	30 dBi

	Steering loss at 30° elevation angle 
	4 dB


Agreement
For coverage evaluation of PDCCH in NR NTN, the following table is assumed:
	Parameter
	Value

	Number of UE receive chains
	2 for 2GHz

	Aggregation level
	8

	Payload
	40 bits

	CORESET size
	2 symbols, 24 PRBs

	Tx Diversity 
	Reported by companies

	BLER
	1% BLER
optional for 10% BLER

	Number of SSB for broadcast PDCCH of Msg.2
	Reported by companies

	Other parameters
	Reported by companies


Agreement
For coverage evaluation of PDSCH in NR NTN, the following table is assumed:
	Parameter
	Value

	BLER
	For low data rate service, w/ HARQ, 10% iBLER; w/o HARQ, 10% iBLER.
For VoIP, 2% rBLER.

	Waveform
	CP-OFDM

	Number of UE receive chains
	2 for 2GHz

	HARQ configuration
	Whether/How HARQ is adopted is reported by companies.

	DMRS configuration
	3 DMRS symbols is used for PDSCH of Msg.2.
For 3km/h: Type I, 1 or 2 DMRS symbol, no multiplexing with data.
PDSCH mapping Type, the number of DMRS symbols and DMRS position(s) are reported by companies.

	PRBs/TBS/MCS for data rate service
	Any value of PRBs, and corresponding MCS index, reported by companies will be considered in the discussion. 
TBS can be calculated based on e.g. the number of PRBs, target data rate, frame structure and overhead.
24 PRBs for SIB1 and SIB19

	PRBs/MCS for VoIP
	Any value of PRBs reported by companies will be considered in the discussion.
QPSK

	PDSCH duration
	12 OS

	Payload size for PDSCH of Msg.2
	72 bits

	Payload size for PDSCH of SIB1
	FFS

	Payload size for PDSCH of Msg.4
	1040 bits

	Payload size for PDSCH of SIB19
	FFS

	Other parameters
	Reported by companies.


Agreement
Antenna gain reduction due to steering loss is not considered in the link level evaluation.
Note: This is aligned with the assumptions made in Rel-18 UL coverage enhancement
Agreement
For coverage evaluation of PDSCH in NR NTN, the following payload sizes for PDSCH are assumed:
	Payload
	value

	Payload size for PDSCH of SIB1
	Option 1: 800 bits 
Option 2: 1280 bits

	Payload size for PDSCH of SIB19
	616 bits


Note: At least the above values are simulated and reported. Other values can be considered.
Note: the values above are not the TBS.
Agreement
For coverage performance evaluation of DL channels/signals before the SIB19 acquisition, the maximum Doppler frequency drift is assumed to be equal to 0.27 ppm/s based on TR 38.821.
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