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Dependency on non-3GPP (draft) specification: 
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Justification

Artificial Intelligence (AI)/Machine Learning (ML) is taking more and more important tasks, releasing huge productivity gains. In order to effectively support AI/ML applications on 5G terminals (e.g. smartphone, smart car, mobile robot, UAV), three major challenges need to be dealt with: 

1) How to do the AI inference if a 5G UE does not have the necessary on-board computation/battery resource?

2) In case a 5G UE can partially do the on-board AI inference, how does it obtain the updated AI/ML model and intermediate output based on the changing task and environment?

3) How to train a global AI model across 5G network?

For Challenge 1), a solution could be to offload the AI inference operation from UE to 5G cloud/edge. The UE sends the sensing/perception data to 5G cloud/edge and executes the commands from the control server on 5G cloud/edge after the server performs the AI inference. This solution can be realized in manner of “Cyber-physical control” service as identified in SA1 spec [3]. However, the solution relies on ultra-high end-to-end reliability and very low round-trip latency for sensing/perception data uploading and controlling command downloading, which requires not only a full-coverage URLLC deployment (still very challenging in FR2), but also a mature MEC deployment. 

Hence performing at least a part of AI inference on-board is still desired, if the UE has sufficient capability, i.e. a split inference between network and UE. Then Challenge 2) becomes critical. AI applications in multi-functional or mobile terminals usually need to update the AI/ML model (e.g. Deep Neural Network (DNN) in case of deep machine learning) adaptive to task and environment. Due to the limited storage at 5G UE and unpredictable change of environments, it is unfeasible to pre-load all possible AI/ML models on-board, and model downloading and/or transfer learning is needed. Hence online downloading AI model from 5G cloud needs to be supported. Compared to “Offloading AI/ML inference” solution, “Downloading AI/ML model” may require much higher data rate (probably higher than eMBB capability), but can substantially relax the latency requirement.

For either “Offloading AI/ML inference” or “Downloading AI/ML model”, Challenge 3) would be critical in case one AI/ML model will be used in global scenarios rather than only used in a local scenario. Firstly, the AI server will take a huge computation burden if the model training is centralized to the server.  Secondly, privacy protection rules (e.g. GDPR) may not allow local training data to be uploaded to cloud. In this case, distributed/federated learning over 5G network can be adopted, in which UEs train their own NN based on a NN architecture downloaded from cloud and the local training data, and upload the partially-trained NNs for the AI server to form the global NN by, e.g. “Federated averaging”.

Challenge 3) becomes more challenging if a collaborative ML is performed over different types of intelligent agents. In this case, the training data can be shared between different types of intelligent agents over 5G Uu interface or sidelink. 

In any of the above three use cases, AI/ML models or even training data will become a new traffic type conveyed in 5G network, which may be substantially different from legacy services and call for enhancements to 5G. The service requirements of AI/ML model transfer in the 5G system needs to be studied.
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Objective

The aim of this work is to study the use cases and to propose potential service and performance requirements for 5G system support of Artificial Intelligence (AI)/Machine Learning (ML) model distribution and transfer (download, upload, updates, etc.). 
The objectives include:
· Studying the use cases and potential service and performance requirements for identifying traffic characteristics of AI/ML model distribution, transfer and training for various applications, e.g. video/speech processing, automotive, other verticals, including:
· Traffic characteristics and performance requirements for AI/ML operation splitting between AI/ML endpoints;

· Traffic characteristics and performance requirements for AI/ML model/data distribution and sharing over 5G system;
· Traffic characteristics and performance requirements for Distributed/Federated Learning over 5G system.
· Gap analysis on performance requirements for AI/ML model distribution and transfer, e.g.

· Data rate, latency, reliability, coverage and capacity, etc. for AI/ML model downloading/uploading.

NOTE: Studying AI/ML models themselves are not in the scope of the SI.
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