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1. Introduction

This contribution proposes text for procedures of Multi-Network slice management capability.
2. Reason for Change
Procedures of Multi-Network slice management capability are needed.

3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TS 23.435.
* * * First Change * * * *

9.X
Multi-Network slice management capability 
9.x.1
General

Based on preferred QoS request from the vertical applications, the performance monitoring and analysis for dedicated service from multiple networks can be made and consolidated service performance report can be offered to trusted third-party AF. 
9.x.2
Procedure
Figure 9.x.2.1 illustrates the procedure of Multi-Network slice management capability from VAL server to NSCE server.

Pre-conditions:

1.
The network slice enabler layer is capable to interact with both PNI-NPN and PLMN 5GC or OAM system.

2.
PNI-NPNs are deployed as network slices of the PLMN.
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Figure 9.x.2.1: Network slice application QoS monitoring process

1.
The VAL server initiates service QoS monitoring report exposure request towards the NSCE server. The request includes VAL server ID, application ID, Network ID. The message also includes application key performance indicator (such as end-to-end delay, throughput, QoE data from UE, etc. ) list, monitoring period and monitoring zone.
2.
Upon receiving the request from the VAL server to manage the network slice QoS monitoring report, the NSCE server makes authentication and authorization of the VAL server and if VAL server is not authorized, the NSCE server replies with failure response.

3.
The NSCE server makes mapping from application ID that received from VAL server to slice identities (S-NSSAIs allocated in each network) and retrieves the network slice related status information from PNI-NPN networks, such as performance measurements in TS 28.552 [x] and analytics data as specified in 3GPP TS 28.104 [y].

4.
The NSCE server retrieves the network slice related performance information from PLMN 5GC networks (e.g. NWDAF) or OAM, For OAM system, the services defined in clause 11.3 of TS 28.532 [7] and clause 5 of TS 28.552 [x] can be utilized. For CN functions, the services of Nnwdaf_AnalyticsInfo service defined in clause 7.3 of TS 23.288 [4], performance measurements in TS 28.552 [x] and analytics data as specified in 3GPP TS 28.104 [y] can be utilized. The PLMN operator can choose to deploy NSCE-Server acting as the entry of PLMN capability exposure which can be optional.

5.
The NSCE server sends Service QoE data request to NSCE clients in monitoring zone which includes application ID to request the QoE data of specific application.

6.
The NSCE client sends the requested QoE data (e.g. MOS, stalling ratios, etc.) response to NSCE server.

Editor's Note: The mechanism defined in EVEX study will be reused in Data collection from VAL users. The services and APIs to be utilized is FFS.
7.
The NSCE server verifies and analyses performance data of network slice instance that received from both PNI-NPN and PLMN networks as well as QoE data provided by VAL client, then NSCE server make consolidation performance report for specific application among different kinds of networks in specific period of time/location zone.

8.
The NSCE server sends the network slice QoS monitoring response towards VAL server.
9.x.3
Information flows

9.x.3.1
General

The following information flows are specified:

-
Multi-Network slice QoS monitoring report exposure request and response.
9.x.3.2
Multi-Network slice QoS monitoring report exposure request
Table 9.x.3.2-1 describes information elements for the Multi-Network slice QoS monitoring report exposure request from the VAL server to the NSCE server. 

Table 9.x.3.2-1: Multi-Network slice QoS monitoring report exposure request

	Information element
	Status
	Description

	Requestor Identifier
	M
	Unique identifier of the requestor (i.e. VAL server ID).

	Security credentials
	M
	Security credentials resulting from a successful authorization.

	Performance and analytics monitoring metrics
	M
	The information of performance and analytics monitoring.

	>VAL service identity
	M
	Identifier of the VAL service application to be monitored.

	> Start Time
	M
	The start time point of the performance monitoring. The 

	> End Time
	O
	The end time point of the performance monitoring, If the EndTime IE is not included in the request, the End Time is Start Time plus default time duration configured in NSCE server.  

	> Monitoring Zone
	O
	The preferred location area of the performance monitoring.

	> PerfList
	M
	The list of performance to be monitored.

	>> PerfName
	M
	The name of the performance to be reported, e.g., the end to end round-trip time or the end to end network slice load.

	> Requested network identity
	O
	Indication of the network(s) which are requested.

	> Requested S-NSSAI(s)
	O
	Indication of the S-NSSAI(s) which are requested.


9.x.3.3
Multi-Network slice QoS monitoring report exposure response 

Table 9.x.3.3-1 describes the information elements for the Multi-Network slice QoS monitoring report exposure response from the NSCE server to the VAL server.

Table 9.x.3.3-1: Multi-Network slice QoS monitoring report exposure response
	Information element
	Status
	Description

	status
	M
	The result of Multi-Network slice performance monitoring request.

	>Successful response 
	CM
(NOTE 1)
	Indicates that the Multi-Network slice performance monitoring request is successful.

	>>VAL service identity
	M
	Identifier of the VAL service of which the performance monitoring results are reported

	>>StartTime
	M
	The start time point of the performance monitoring

	>>EndTime
	M
	The end time point of the performance monitoring, 
If the EndTime IE is not included in the request, the End Time is Start Time plus default time duration configured in NSCE server.

	>>Monitoring Zone
	O
	The location area of the performance monitoring.

	>> PerfList
	M
	The list of performance to be monitored.

	>>>PerfName
	M
	The name of the performance to be reported.

	>>>PerfValue
	M
	The corresponding value of the monitored performance.

	>Failure response 
	CM
(NOTE 2)
	Indicates that the Multi-Network slice performance monitoring request is failed.

	>>Cause
	M
	Indicates the cause of performance monitoring request failure.

	NOTE 1
Information element of Successful reponse shall be present when Multi-Network slice QoS monitoring report exposure monitoring request status is successful.
NOTE 2
Information element of Failure response and Cause shall be present when Multi-Network slice QoS monitoring report exposure request status is failed.


9.x.4
APIs 

9.x.4.1
General

Table 9.x.4.1-1 illustrates the API for Multi-Network slice performance monitoring.

Table 9.x.4.1-1: Multi-Network slice performance monitoring
	API Name
	API Operations
	Known Consumer(s)
	Communication Type

	SS_NSCE_MultiNetwork_PerfMonitoring
	MultiNetwork_PerfMonitoring_Request
	VAL server
	Request /Response


9.x.4.2
SS_NSCE_MultiNetwork_PerfMonitoring API
API operation name: SS_NSCE_MultiNetwork_PerfMonitoring_Request

Description: The consumer requests to monitor multi-network slice related performance and analytics for dedicated service.

Inputs: See clause 9.x.3.2.

Outputs: See clause 9.x.3.3.
See clause 9.x.2 for details of usage of this operation.

* * * End of Changes * * * *
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