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* * * First Change * * * *
[bookmark: _Toc458172691][bookmark: _Toc458174182][bookmark: _Toc67878570]5.1	Transmission control
The MCData service supports the ability to transmit SDS messages automatically towards the selected recipient user (private communication) or members of the selected MCData group. The MCData server may still reject the sent message (e.g. if there is no authority to send). 
NOTE:	If a MCData group is configured for lossless communication, all members of the selected MCData group will receive the transmitted SDS messages, at a time dependent on affiliation status. An affiliated group member of this MCData group will receive the SDS messages when they are sent. A group member that is not affiliated at the time an SDS message is sent, the SDS message will be stored in the group member's personal account in the MCData message store. The stored message will be available to the group member when he synchronizes with the MCData message store. If a MCData group is not configured for lossless communication, only the affiliated members of the selected MCData group will receive the transmitted SDS messages.
For MCData types other than SDS using signalling control plane, the MCData service invokes a transmission request grant approach before data is permitted to be transmitted. The MCData service provides configurable limits for the maximum amount of data for and/or maximum amount of time that an MCData user can transmit in a single request, which may be configured by the MCData administrator. 
Editor's note: Additional criteria such as frequency of transmission, category/type of data, etc., for transmission control arbitration is FFS.
For congestion control, related to transmission requests, the MCData service may perform the following:
-	reject the data transmission requests and then shall notify the MCData user of the rejection; 
-	queue the data transmission requests; or 
-	at any time, withhold the permission to transmit data automatically.
The MCData service shall notify the transmitting MCData group member if there are no other MCData group members affiliated to the MCData group.
* * * Next Change * * * *
[bookmark: _Toc67878573]5.4	File distribution capability
The MCData service shall support distribution of files for one-to-one and group communications. 
The MCData service shall allow the MCData user to send a file or a URL of a file to another MCData user. The source of the file can originate either from an MCData client or from a network functional entity. The generated URL shall be a reference to a stored file to allow for subsequent retrieval. The file storage policy may determine the availability of the file to be retrieved, and is subject to expiry time and size limitations.
When the file delivery request is set by the sending user to mandatory download, the MCData service shall proceed to deliver the file to the recipient when possible. The file distribution mechanisms shall support both unicast and broadcast delivery methods.
Editor's note: Requirements for automatic re-try mechanisms and maximum retry count is FFS.
The MCData service shall support aggregation of download completion reports when files are distributed to multiple recipients.
The MCData service shall support mechanisms for detection and recovery of lost data. A receiving MCData client should be able to:
-	detect and report when a transfer did not complete properly and request retransmission;
-	identify and re-request the missing parts of an incompletely received file; and
-	accept partial retransmissions and use them to reconstitute the original file.
Editor's note: File repair when end-to-end encryption is used is FFS.
When employing MBMS delivery:
-	MCData may use the MB2 interface specified in 3GPP TS 23.468 [8]. See also Group Communication Delivery Method in 3GPP TS 26.346 [21]; or
-	if MBMS user services and Download Delivery Method (see 3GPP TS 26.346 [21]) are utilized, MCData shall use the xMB interface specified in 3GPP TS 26.348 [19].
For the MBMS path, figure 5.4-1 shows both the MB2 and the xMB interfaces.


Figure 5.4-1 MCData on-network architecture showing the unicast and MBMS delivery paths

* * * Next Change * * * *
[bookmark: _Toc67878584]5.11	IP connectivity (IPcon) capability
IP connectivity service enables the exchange of IP Data using MCData transport service and provides the transport of IP Data for e.g. data hosts, servers, etc. that do not have mission critical communication capabilities. The exchange of IP Data is not limited in a transaction.


Figure 5.11-1: IP connectivity model
The corresponding MCData client enables bidirectional IP Data communication with the support of the IP connectivity service and thus forms the gateway to data hosts or servers. Therefore, the IP connectivity MCData client requests the MCData transport service with the associated QoS requirement and communication priority.
An authorised MCData client supporting IP connectivity capabilities is able to bar incoming IP connectivity requests either on demand or by providing a list of excluded origins identified by the MCData ID and, if available, by the functional alias.
For IP connectivity, the MCData server may support following limitation to exchange IP Data:
-	limit the total data volume between the authorized MCData clients, divided by transmission and reception;
-	max time limit, e.g. total minutes or allow exchange between predefined start and end time.
IP connectivity MCData service supports MCData transport services for one-to-one and group communication.
The IP address allocation necessary for user-IP connectivity MCData transport service is independent to the IP address allocation of the individual data hosts attached with the MCData client supporting IP connectivity capabilities. The required IP address pools for the user-IP connectivity MCData service are managed by the IP connectivity MCData transport service.
Editor's note:	The impact of IP connectivity services on interworking is FFS.NOTE:	IP connectivity service on interworking is not covered in the current specification.
[bookmark: _Toc67878585]5.12	MBMS user service architecture requirements
The MBMS user service architecture offers a set of delivery methods to applications, specified in 3GPP TS 26.346 [21]. The MBMS download delivery method is used for the delivery of files over MBMS and provides reliability control by means of forward-error-correction.
The MCData File Distribution capability can use the MBMS download delivery method by including, in the MC service-on network architecture (subclause 5.2.6 from 3GPP TS 23.280 [5]), the MBMS user service architecture (3GPP TS 26.346 [21]), with the MCData server assuming the role of the content provider.

The MCData server may determine the MBMS broadcast area based on the cell identities of the affiliated group members received over GC1.

When the xMB interface is used, the MCData server uses the xMB mission critical extension, specified in 3GPP TS 26.348 [19] to control the QoS and the MBMS broadcast area of the MBMS user services. The MCData server also provides a file delivery manifest over xMB-C (see subclause 5.6.2 from 3GPP TS 26.348 [19]) describing the list of files to be broadcasted, and, for each file, the target completion date and the number of repetitions.
The MBMS user service metadata, which provides the delivery and schedule parameters, are returned to the MCData server after the MBMS session creation or update, under the form of a SA file (annex L.3A from 3GPP TS 26.346 [21]). The MCData server signals this SA file, together with the service id and the uri of the file to be received to the targeted MCData clients.
Editor's note: it is FFS how the service announcement channel (3GPP TS 26.346) to deliver the MBMS user service metadata can be used.NOTE:	Use of service announcement channel to deliver MBMS user service metadata is not covered in the current specification.
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