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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
In a typical network operation, an operator configures and operates an AI/MLEntity according to the manual of the AI/MLEntity. Usually, the operator does not know the details of the AI/MLEntity’s internal-decision making, as there may be  “too many”such functions running for the network. 

So, it is important that even without knowing the details of the AI/MLEntity, the operator should still have the  understanding of the AI/MLEntity’s overall behavior. And if a part of the AI/MLEntity’s decisions/actions are not what preferred by the operator, the operator can still  instruct the AI/MLEntity to behave accordingly.This pCR is to add the UC and potential requirements on entity-agnostic AI/ML behavior. 
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Detailed proposal
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Use cases, potential requirements and possible solutions

5
Use cases, potential requirements and possible solutions
5.1
AI/ML model performance management
5.1.1
Description

During AI/ML model training, test and deployment, the AI/ML model performance evaluation and management is needed. The related performance indicators need to be collected and analyzed. The purpose of AI/ML performance management is to find the problem, figure out what the problem is, and fix it in time to make sure the model can be trained, tested, and deployed healthy.
5.1.2
Use cases

5.1.2.1
AI/ML model performance indicators 

The AI/ML model performance indicators related to AI/ML model training, test and deployment need to be defined. The indicators mainly include three aspects:

Resource-related indicators:  the performance indicators of the system that the model trains or deploys.

Model-related indicators: performance indicators of the model itself.

Service-related indicators: the running state indicators of the launched model.

These indicators need to be precisely defined. For different service, some indicators can be selected for evaluation. For example, resource-related indicators and model-related indicators may be selected in the training phase, while service-related indicators may be selected in the deployment phase. The AI/ML MnS producer should first determine which indicators are needed and then use these indicators for evaluation.

5.1.2.N
Monitoring and control of AI/ML behavior 
In a typical network operation, an operator configures and operates an AI/MLENTITY according to the manual of the AI/MLENTITY. Usually, the operator does not need to know the details of the AI/MLENTITY’s internal-decision making, simply due to “too many”AI/MLEntitys running for the network and, too much detail that is unnecessary information for the operator. as it is in the vendor's interest to hide the internal aspects of the implementation of their automation solutions. 

However, the operator still needs to guide the solutions and to configure them to achieve the desired outcomes in an APP-agnostic manner. For example, consider the load balancing automation use case (AutoLB) summarized by Table 1. With an AutoLB AI/MLEntitydecides that how distribute load among networking objects. The AI/MLEntity has specific actions that it can take while the operator also has operational actions that it needs to take to steer the solution, e.g. to switch off the solution, to reconfigure the solution, to change the solutions input. As such, the behavior of the MLEntity in terms of the actions it takes under any given conditions needs to be related to the configuration actions from the MnS consumer (e.g. the operator)
Table 1: Operability of the Automated load balancing
	Automation use case
	Description
	AI/MLEntity's context
	Example AI/MLEntity's decisions
	Operator's Actions

	load balancing (AutoLB)
	Distribute load among different networking objects, e.g. among cells.
	· Amount of traffic, no of users, etc
	· select CIO values
	· set the maximum  CIO values,
· Deactivate AutoLB 


So, it is important that even without knowing the details of the AI/MLEntity, the operator needs to have the understanding of the AI/MLENTITY’s overall behavior. And, if a part of the APP’s decisions/actions are not what is preferred by the operator, the operator needs to instruct the AI/MLENTITYto behave accordingly. Relatedly, means are needed to enable the operator to associate his actions to the context and to enable the operator to guide the AI/ML-enabled function or solution.   

5.1.3
Potential requirements

REQ-MODEL_PERF-CON-1

The AI/ML MnS producer should have a capability to define performance indicators of AI/ML model and select some indicators based on the service.

REQ-AI/MLBEH-1 
The 3GPP management system shall have a capability to inform authorized AI/ML MnS consumer (e.g. the operator) about the behavior of the AI/MLEntity, in an AI/MLENTITY agnostic manner without the need to show its internal characteristics

REQ-AI/MLBEH-2 
The 3GPP management system shall have capability that enables an authorized AI/ML MnS consumer (e.g. the operator) to configure the behavior of the AI/MLEntity, in an AI/MLENTITYagnostic manner that does not care about its internal characteristics
	End of modifications


