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1
Decision/action requested

Include the proposed changes in TR 28.815.
2
References

[1]
3GPP TR 28.815: "Charging management; Study on charging aspects of edge computing ".

3
Rationale

The usage and performance based charging are separate use cases and should therefore be handled in separate clauses.
4
Detailed proposal

	Start of change


2
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For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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	Next change


7.1.1.x
Use case #4: MNO charging subscriber for 5GS based on monitored QoS
5GS offers the capabilities of QoS control and delivery to support edge applications with sensitive performance requirements, especially on the delay (for the URLLC service).

The actual QoS delivered by the 5GS for supporting edge computing may matter to the charging of the 5GS capabilities provided to the subscribers. For example, for two subscribes who have consumed the same amount of data in the same PLMN for the same edge application, if they have been offered different QoS, they may need to be charged differently based on the monitored QoS for them respectively.

7.1.1.y
Use case #5: MNO charging ECSP/ASP for 5GS based on monitored QoS
5GS offers the capabilities of QoS control and delivery to support edge applications with sensitive performance requirements, especially on the delay (for the URLLC service).

The actual QoS delivered by the 5GS for supporting edge computing may matter to the charging of the 5GS capabilities provided to the ECSP/ASP. For example, for two ECSPs can if they have been offered different QoS, be charged differently based on the monitored QoS.

	Next change


7.1.2
Potential charging requirements

7.1.2.1
Potential requirements for subscriber based charging
REQ-CH_EC_5GS-01: The SMF should support the following extensions to the charging requirements defined in TS 32.255 [6]:

-
The SMF should support converged charging for each edge application, i.e., charging per rating group per PDU session with information about edge application.
-
The charging information of PDU session, service flow or QoS flow provided by SMF should be able to indicate or be correlated with the edge application that the user accesses to.

-
The SMF should support converged charging and charging information reporting for each edge application optionally based on the following criteria:

-
User’s location;

-
Access RAT type;

-
Subscribed QoS information;

-
Authorized QoS information.
REQ-CH_EC_5GS-02:
The 5G system should support collecting charging information per UE on usage of 5GS capabilities based on edge application.
REQ-CH_EC_5GS-03: The 5G system should support converged charging and charging information reporting for each edge application optionally based on the following criteria:

-
Monitored QoS in terms of packet delay (see TS 23.501 [3], clause 5.33.3).
7.1.2.2
Potential requirements for inter-provider based charging
REQ-CH_EC_5GS_SP-01:
The charging mechanism for 5G system should support collecting charging information on usage of 5GS capabilities per UE EDN (edge data network). 
REQ-CH_EC_5GS_SP-02:
The charging mechanism for 5G system should support collecting charging information on usage of 5GS capabilities per edge application. 
REQ-CH_EC_5GS_SP-03: The charging mechanism for 5GS should support converged inter-provider charging for the 5GS capabilities based on performance measurements or KPIs of average UL/DL packet delay of the UEs in 5GS accessing the edge application.
	Next change


7.1.3
Key issues 

The following key issues are identified:

-
Key Issue #1a: The charging information reported by SMF needs to contain the parameter for correlation between 5GS and edge application that the user has accessed to.
-
Key Issue #1b: The charging mechanism for 5GS (including the management system) needs to support converged inter-Provider charging for the 5G capabilities provided to support edge computing to its consumer based on the total UL/DL data volume transferred for the edge application.
-
Key Issue #1c: SMF needs to support converged charging and charging information reporting for each edge application optionally based on monitored QoS in terms of packet delay.

-
Key Issue #1d: How to support converged inter-provider charging for the 5GS capabilities based on performance measurements and/or KPIs related to average UL/DL packet delay between PSA UPF and UE.
	Next change


7.2
Edge enabling infrastructure resource charging
7.2.1
Use cases
7.2.1.1
Use case #1  Edge enabling infrastructure resource usage charging
ECSP provides the following infrastructure resources to ASP to enable the EAS to be running in the EDN:

-
EDN environment and infrastructure resources (e.g., virtual CPU, virtual memory, virtual disk and virtual network resources);

ECSP may charge the ASP for the infrastructure resources usage to enable and support the EAS(s). This inter-provider charging may be based on the infrastructure resources allocated to the EAS(s) and/or the infrastructure resources actually used by the EAS(s).
7.2.2.1
Use case #2  Edge enabling infrastructure resource performance charging




ECSP provides the EDN environment and infrastructure resources and capabilities (e.g. virtual CPU, virtual memory, virtual disk and virtual network resources) to ASP to enable the EAS to be running in the EDN. To do this it may have performance assurance of EES and ECS.
ECSP may charge the ASP based on the performance of the infrastructure resources provided to enable and support the EAS(s).
7.2.2
Potential charging requirements



REQ-CH_EC_EEIR-01: The charging mechanism for ECSP should support converged charging based on the usage of infrastructure resources supporting the EAS(s).

REQ-CH_EC_EEIR-02: The charging mechanism for ECSP should support collecting charging information related to usage of infrastructure resource supporting each EAS.

REQ-CH_EC_EEIR-03: The charging mechanism for 5GS (including the management system) should support converged charging for the edge enabling infrastructure resource  based on performance.

7.2.3
Key issues

The following key issues are identified:

-
Key Issue #2a: How does the charging mechanism for ECSP collect the information about the charged infrastructure resources as described in REQ-CH_EC_EEIR-02.

-
Key Issue #2b: What infrastructure resources should be charged as described in REQ-CH_EC_EEIR-01and REQ-CH_EC_EEIR-02.

-
Key Issue #2c: How to support the charging for edge enabling infrastructure resource based on performance as described in REQ-CH_EC_EEIR-03.




7.2.4
Possible solutions
7.2.4.1
Potential charging architectures

The possible solutions for charging for edge enabling infrastructure resources are based on the following potential converged charging architectures. In these architectures, it is assumed that all the entities are owned by the same enterprise.
Editor’s Note: The detailed solutions of the MnS for managing EES and EAS are being studied in the ongoing TR 28.814 [12].
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Figure 7.2.4.1-1: Converged charging architecture for edge enabling infrastructure resource with MnS producer supporting CTF
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Figure 7.2.4.1-2: Converged charging architecture for edge enabling infrastructure resource with MnS producer
7.2.4.2
Possible solutions for edge enabling infrastructure resource usage charging

The charging for edge enabling infrastructure resources could be supported with CTF embedded in the MnS producer or with CEF to enable the charging for MnS producer.

The solutions are only applicable to the case that the EAS is implemented as VNF.

The solution with CTF embedded in the MnS producer is illustrated in Figure 7.2.4.2-1.
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Figure 7.2.4.2-1: Edge enabling infrastructure resource usage (with MnS producer supporting CTF)
This solution uses performance data to report the usage of edge enabling infrastructure resources.

1)
Generate performance data for resource usage for EAS: performance assurance MnS producer generates performance data (measurements or KPI) about usage of edge enabling infrastructure resource supporting the EAS based on the mapping of VR usage measurements received from ETSI NFV MANO system as specified in TS 28.522 [x]. The performance data about edge enabling infrastructure resource could be related to data volume transferred for the EAS, virtual CPU usage of the EAS, virtual memory usage of the EAS, virtual disk usage of the EAS, or the virtual storage of the EAS.

1ch-a)
Charging Data Request [Event]: performance assurance MnS Producer generates charging data related to the collected resource usage and sends the charging data request for the CHF to process the related charging data for CDR generation purpose.
1ch-b)
 Create CDR: the CHF stores received information and creates a CDR related to the event.

1ch-c)
Charging Data Response [Event]: The CHF informs the performance assurance MnS Producer on the result of the request.
2)
Report the CDR to BD: The CHF reports the CDR to BD (via CGF).

The solution with CEF enabling charging for MnS producer is illustrated in Figure 7.2.4.2-2.
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Figure 7.2.4.2-2: Edge enabling infrastructure resource usage (with CEF enabling charging for MnS producer)
This solution uses performance data to report the usage of edge enabling infrastructure resources.

1)
Create measurement job: The CEF creates measurement job to collect the performance data related to VR resource usage for EAS to performance assurance MnS producer (see TS 28.550 [15]).

1a)
Subscribe to performance data file notificatons: If file reporting method is chosen for the measurement job, the CEF subscribes to the performance data file notifications.
2)
Generate performance data for resource usage for EAS: performance assurance MnS producer generates the performance data (measurements or KPI) about usage of edge enabling infrastructure resource supporting the EAS based on the mapping of the VR usage measurements received from ETSI NFV MANO system as specified in TS 28.522 [x], the MnS producer reports the performance data to the CEF. The performance data about edge enabling infrastructure resource could be related to data volume transferred for the EAS, virtual CPU usage of the EAS, virtual memory usage of the EAS, virtual disk usage of the EAS, or the virtual storage of the EAS.

3)
Performance data report to CEF: the performance assurance MnS producer reports the performance data to the CEF according the reporting method selected by the CEF for the measurement job. 

If the file data reporting method is selected,
3a) The performance data are reported by a notifyFileReady notification (see TS 28.532 [17]);

3b) CEF fetches the file containing the performance data. 

If the streaming data reporting method is selected,

3c) and 3d), The performance assurance MnS producer establishes the streaming connection with the CEF if the connection has not been established (see TS 28.532 [17]);

3e) The performance data are reported by the reportStreamData operation (see TS 28.532 [17]). 
3ch-a)
Charging Data Request [Event]: The CEF generates charging data related to the collected resource usage and sends the charging data request for the CHF to process the related charging data for CDR generation purpose.
3ch-b)
Create CDR: the CHF stores received information and creates a CDR related to the event.

3ch-c)
Charging Data Response [Event]: The CHF informs the CEF on the result of the request.
4)
Report the CDR to BD: The CHF reports the CDR to BD (via CGF).

For both solutions, the reported usage may be used by BSS for interactions with OAM. For example if the limit of the authorized usage is reached, the BSS may request OAM to disable the operational state of the EAS (e.g., by consuming the provisioning MnS via modifyMOIAttributes operation) and OAM may request ETSI NFV MANO to stop the corresponding VNF/VNFC instances (e.g., via OperateVnfRequest operation, see ETSI GS NFV-IFA 008 [y]). The interactions between BSS and OAM are out of scope of this document.
7.2.4.3
Possible solutions for edge enabling infrastructure resource performance charging

The charging for edge computing performance could be supported with CTF embedded in the MnS producer or with CEF to enable the charging for MnS producer.

The solution with CTF embedded in the MnS producer is illustrated in Figure 7.2.4.3-2.


[image: image5.emf]CHF

MnS producer 

(CTF)

1ch-a. Charging Data Request [Event]

1. Performance measurement

 is ready

1ch-c. Charging Data Response [Event]

1ch-b. Create CDR


Figure 7.2.4.3-1: Edge enabling infrastructure resource performance charging (with MnS producer supporting CTF) - PEC
This solution uses performance measurements for the edge computing.

1)
Performance measurement is ready: The performance measurement related to the EAS is ready. The performance measurements could e.g. KPI or measurements related to KPIs requirement.

1ch-a)
Charging Data Request [Event]: The MnS Producer generates charging data related to the collected performance data and sends the charging data request for the CHF to process the related charging data for CDR generation purpose.

1ch-b)
 Create CDR: the CHF stores received information and creates a CDR related to the event.

1ch-c)
Charging Data Response [Event]: The CHF informs the MnS Producer on the result of the request.

The solution with CEF enabling charging for MnS producer is illustrated in Figure 7.2.4.3-2.


[image: image6.emf]CHF

MnS 

producer

CEF

1a. Charging Data Request (Event)

1c. Charging Data Response (Event)

1. Performance measurement report

Performance measurement

 is ready

CEF consumes the MnS to create measurement job and 

subscribes to the notifications for performance measurements 

reporting if necessary.

1b. Create CDR

loop

EAS is in service 


Figure 7.3.4.3-2: Edge enabling infrastructure resource performance charging (with CEF enabling charging for MnS producer) - PEC
This solution uses performance data to report the usage of edge computing.

The CHF needs to consume the MnS to create measurement job (see TS 28.550 [15] and TS 28.622 [16]) and subscribes to notifications for the performance measurement reporting when the file data reporting mechanism is chosen (see TS 28.550 [15] and TS 28.532 [17]).  

1)
Performance measurement report: The performance measurement related to the EAS is ready. The performance measurements could e.g. KPI or measurements related to KPIs requirement.
The MnS producer reports the performance measurements to the CEF according the reporting method selected by the CEF. The performance measurement could be reported by a notifyFileReady notification (see TS 28.532 [17]) if the file data reporting method is selected, or by the reportStreamData operation following the successful streaming connection establishment with the CEF (see TS 28.532 [17]) if the streaming data reporting method is selected. 
Editor’s Note: How the different alternatives will impact the flow is FFS.
1ch-a)
Charging Data Request [Event]: The CEF generates charging data related to the collected performance measurement and sends the charging data request for the CHF to process the related charging data for CDR generation purpose.

1ch-b)
 Create CDR: the CHF stores received information and creates a CDR related to the event.

1ch-c)
Charging Data Response [Event]: The CHF informs the CEF on the result of the request.

7.2.5
Evaluation
7.2.6
Conclusion

	End of changes
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