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Document Summary:
This document provides arguments for the discussion about the requirements for the PM file format :

· “meta-data” information in the PM file

· QoS alarms in the file

· Easy file merge and split






Specification(s) involved:
32.1014 Performance Management  

Background: The requirement list contained in TD S5-99194 was discussed during the last meeting. Three items of this list left open, i.e. “meta-data”, QoS alarms, and easy file merge and split, where more input on these subjects was requested. 

1. "meta-data" in the PM file

The “meta-data” is intended to provide information about

· the measurement, e.g. Triples_Requested_By_HLR,  and the type of measurement, e.g. reset-able counter

· the structure of the scanned measurement data, e.g. number of measured items (values).
The inclusion of meta-data ('header info') supports easy processing by simple tools that support a table oriented processing (e.g. Excel). This could be necessary in order to document a certain traffic anomaly in the network by separating the appropriate measurement values in a separate file which will be attached to some sort of trouble report. People who will get this report, normally, do not have (access to) the large PMS tool.

The meta-data record would enable the PMS post-processing tools to automate the introduction of new measurements to a certain extend. Currently, the PMS tools need new software that can interpret the new measurements. If the interpretation of measurements is data driven, the meta-data will give the information required, so the PM tool will be able to

· pick-up all measurements from the file,

· store this data in the data base,

· compress the data, and

· enable post-processing just by updating the formulas on-line (e.g. menu-driven).

The meta-data must only be included when for the first time actual data values are provided. They do not need to be repeated in each subsequent file.

2.  QoS alarms in the file

Normally, the PMS tool do not have any interface to fault management in order to get/retrieve QoS alarms especially for post-processing reasons. The implementation of such an interface seems to require more effort than to transfer the QoS alarms together with the PM data in one file.

Post-processing of QoS alarms in conjunction with the PM measurement data is recommended because of two major reasons

· Limitation of the amount of PM data : PM values are produced each granularity period and the number of measurements is increasing all the time. This causes a high amount of PM data which is to be transferred over the DCN and to be analysed. To slow down the amount of data and to give an indication about traffic anomalies in the network in real-time, PM thresholds are running at the NE. If a threshold is crossed, an QoS alarm is generated to inform the network operator to take measures. Maybe appropriate measures are automatically triggered at the NE in parallel (traffic controls). The PMS site has a certain interest to get the QoS alarms which implicitly indicate the range of the measurement values which are further used in formulas or statistics.

· Network planning people need to know that implement thresholds in the NE were crossed. This information enable them to understand the network behaviour afterwards, e.g. knowing that measures were started at the NE or via operator interaction in consequence of this alarm

The QoS alarms are explicitly included in Q.822: 'Stage 1, stage 2 and stage 3 description for the Q3 interface- Performance Management": PM data from the NE comprises measured values as well as QoS alarms related to the measured sources. 

In Q.752: Monitoring and measurements for the #7 network, explicitly "first-and-interval" measurements are standardised. I.e. the first occurrence needs to be signalled by a QoS alarm, as well as the total count at the end of the measurement interval.

3.  Support of easy file merge and split 

There is a variety of NE sizes (from very small to huge), from different vendors and based on various platforms (telecom or IT), with standardised as well as proprietary interfaces. Some type of NE even may not support a file interface for PM (most interfaces for collecting PM data are transaction oriented and are not file based  (cfr. ITU-T M-series in general, ITU-T X.738, X.739, Q.822, IETF RFC's were MIB's are defined comprising counters and gauges like RFC 1213 (MIB II) ). Hence, according to current standards, NE interfaces for PM data retrieval are transaction oriented rather than file oriented and OMC's have to provide file interfaces to the NMC.

NMC operators want to have a limited number of centralised locations where PM files can be fetched from (regional level, OMC's), and leave the retrieval of PM data from the individual NE's -via files or  transactions - to the OMC's, including the individual handling of error and exception situations (file transfer interruptions, NE access problems, NE recoveries, management of PM files at the individual NE, ... ). For short term monitoring of a network, typical PM data has to be uploaded very frequently (e.g. every 15 min) and is rather limited in size. For a set of NE, the upload from the OMC to the NMC is most efficiently done in a single file. For long term monitoring of a network (required for network planning/dimensioning) PM data is more extensive and does not need to be uploaded very  frequently (e.g. every day). In this case, the PM data of a single NE most efficiently is stored in a single file. Hence, the common PM data format has to support at the same time PM data of a single NE for many granularity periods, as well as multiple NE for the same granularity period.

The OMC will collect PM Files from subordinated NEs an put them together with PM data retrieved using other means (SNMP, HTTP, CMIP,..). These data (several files and others) is to be merged into one or more files according to the policy of the NMC operator (file merge). This implies also that not all records of a PM file will be relayed to the superior system, but only selected ones (file split). It is also reasonable for large networks, that file merge has to appear in several steps (cascades) : sub-regional, regional and national (e.g. China).

