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1 Introduction
During Release 12, several work items have been ongoing in SA1, CT1, CT3 and CT4 WGs on IMS-based Telepresence [1], [2]. The impacted existing technical specifications so far include [3], and furthermore two new specifications have been created [4], [5].
This discussion paper summarizes the technical progress of these work items and related activity ongoing in IETF’s WG on ControLling mUltiple streams for tElepresence (CLUE), and raises a few potential open issues from an SA4 perspective for discussion. 
2 Introduction on IMS-based Telepresence

As an architectural framework for provision of IP multimedia services, IMS is capable of delivering various service functionalities and easing to integrate with new kinds of application, such as telepresence. Compared to traditional video conferencing, telepresence is a conferencing system with multiple cameras, microphones and screens that has the characteristics of gaze direction, eye contact, spatial audio and scaling images to true size, which in all to achieve the immersive "being there" experience for participants.

IMS is using the IETF defined session control mechanism with the inherited capability to negotiate multiple multimedia streams in one single session, which could be applied as a basis for supporting telepresence in IMS that always has the necessity of producing and rendering various media streams with high qualities among the involved parties, even in the point to point case.
Enabling support for telepresence requires incorporating the new tools into IMS as defined by IETF CLUE WG (see more from: https://datatracker.ietf.org/wg/clue/charter/) that achieves media advertisement and configuration to facilitate controlling multiple spatially related media streams in an IMS conference supporting telepresence. This means updating and enhancing the existing IMS procedures specified in 3GPP TS 24.229 [6] and 3GPP TS 24.147 [7], by incorporating the CLUE framework [8] with the Session Initiation Protocol (SIP), Session Description Protocol (SDP) and Binary Floor Control Protocol (BFCP) to facilitate controlling multiple spatially related media streams in an IM session supporting telepresence.  A data channel for CLUE message, as defined in draft-ietf-clue-datachannel [9], is negotiated via the first INVITE message when creating an IM session supporting telepresence. With the establishment of that channel, the participants have consented to use the CLUE protocol mechanisms to determine the capabilities of the each of the endpoints with respect to multiple streams support, via the exchange of an XML-based data format [10]. The following exchange of CLUE messages of each participant's "advertisement" and "configure" is to achieve a common view of media components sent and received in the IM session supporting telepresence. A corresponding SDP offer/answer may be needed to establish the media streams based on the user's choice in CLUE messages.
The main foreseeable challenges are capability negotiation for new tools, interactions of the adopted protocols, and interoperability and interconnection with the traditional IMS conversational users.
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Figure 1 – Example CLUE framework
In order to provide a "being there" experience for conversational audio and video session between remote locations, where the users enjoy a strong sense of realism and presence a variety of information needs to be co-ordinated between local and remote participants such as:
-
audio and video spatial composition information; e.g., spatial relationship of two or more objects (A/V sources) in the same room to allow for accurate reproduction on the receiver side
-
capabilities of cameras, displays, microphones and loudspeakers, and their relative spatial relationships

-   meeting description, such as view information, language information, participant information, room description, etc.
3 Use Cases and Requirements from TS 22.228
TS 22.228 [3] introduces the following definitions related to IMS-based telepresence:

Conference: An IP multimedia session with two or more participants. Each conference has a "conference focus". A conference can be uniquely identified by a user. Examples for a conference could be a Telepresence or a multimedia game, in which the conference focus is located in a game server.
Telepresence: A conference with interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between all participants by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size.

Telepresence System: A set of functions, devices and network elements which are able to capture, deliver, manage and render multiple high quality interactive audio and video signals in a Telepresence conference. An appropriate number of devices (e.g. cameras, screens, loudspeakers, microphones, codecs) and environmental characteristics are used to establish Telepresence.

3.1 Use Case
In the scenario below, a project team has one of their weekly reporting meetings using a Telepresence conference. Steven, John and Marc are in a meeting room in San Francisco. Fred and Liu are in another room in Paris. Ted is on the road and joins using his mobile phone. Bill is at home and joins using his PC. Both meeting rooms are equipped with multiple cameras and large display monitors. Three cameras and screens are arranged to provide a panoramic view of the room. Additional cameras and screens are used to share presentations among the participants.

Multiple video streams are shared along with additional information (e.g. spatial information, video resolution, and environmental), so that the user experience is as if they are in same location. Audio information (e.g. spatial information) is exchanged to facilitate the rendering of the audio in accordance with the rendering of the video. Users in the meeting enjoy a strong sense of realism and presence between all participants.
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Figure 2 – Telepresence
In the above scenario participants may be from different operator’s networks, or from enterprise networks. In such cases, IMS-based Telepresence has interconnection with Telepresence in other networks.
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Figure 3 – Interconnection of Telepresence
3.2 Requirements
-
A user participating in a Telepresence session shall be able to indicate which source to receive from a list of sources (e.g. a user may want the media from camera x, or might want the source chosen by a Voice Activity Detection system). This may occur during session establishment, or at anytime during the session.

-
A user participating in a Telepresence session shall be able to choose the way received media is composed (e.g. a user may choose a specific camera from the far end, or may want the media to be shown as Picture in Picture).

-
A user participating in a Telepresence session shall be able to communicate with others using different types of UEs in the same Telepresence session (e.g. mobile phone, laptop/pc, conference room with a different number of cameras and displays).
-
A designated user participating in a Telepresence session shall be able to manage the Telepresence session (e.g. launch a session, manage floor control, etc).

-
A user participating in a Telepresence session shall be able to engage in presenting (e.g. slide or media sharing) in real-time.
-
A user shall be able to participate in a Telepresence session from a voice only device.

-
A user participating in a Telepresence session shall be able to have the same experience whether the Telepresence session is in the same operator network or across networks belonging to different operators.

-
A user on network operator A shall be able to participate in the Telepresence session initiated by a user on an enterprise network or a user on network operator B.

-
A user on network operator A shall be able to initiate a Telepresence session with other participants from an enterprise network or network operator B.

3.3 Interworking of Telepresence
Interworking between IMS-based Telepresence and other non-3GPP network provided Telepresence shall be supported (e.g. enterprise Telepresence).
A UE using CS voice shall be able to participate in a Telepresence session.

The interconnection between an operator and Enterprise should be via a QoS-enabled IP connection.

4 Specification Work in CT1

In [4], CT1 specifies procedures to deal with multiple spatially related media streams according to the CLUE framework to support telepresence and to interwork with IM session as below:

1)
Initiation of telepresence using IMS, which includes an initial offer/answer exchange establishes a basic media session and a CLUE channel, CLUE exchanges to "advertisement" and "configure" media components used in the session, then followed by an SDP offer/answer in Re-INVITE request to complete the session establishment (see more for the general idea in draft-ietf-clue-framework [8]);

2)
Release or leaving of an IM session supporting telepresence, which needs remove the corresponding CLUE channel;
3)
Update of an ongoing IM session supporting telepresence, triggered by CLUE exchanges modifying existing CLUE information. For example: a new participant at an endpoint may require the establishment of a specific media stream;
4)
Presentation during an IM session supporting telepresence, which may also be initiated by the exchange of CLUE messages and possibly need an updated SDP offer/answer and activation of BFCP for floor control; and

5)
Interworking with normal IM session, this is to let the normal IMS users be able to join telepresence using IMS.
When interworking with an IM session supporting telepresence, the experience should at minimum be the same as a basic IM session for conversational audio and video conferencing between different endpoints or different networks. If a participant that does not support telepresence requests to join in an existing IM session supporting telepresence, the participant can successfully join however the session between the participant and the conference focus is a normal IM session.
5 Open Issues of Relevance to SA4
From an SA4 perspective, the following questions could be discussed and studied to identify any potential MTSI work to address IMS-based telepresence:

· Do the existing media handling and interaction requirements and guidelines specified in TS 26.114 also address IMS-based telepresence service requirements? If not, what are potential gaps, e.g., in terms of media control, media codecs, as well as transport of media and control data, session setup handling and session control?
· Considering a legacy client joining a telepresence service in a backwards compatible fashion (e.g., via traditional IM session fallback), what are potential media handling enhancements to deliver a better user experience?

· In relation to negotiation and establishment of the CLUE channel, and exchange of CLUE advertisement and configuration messages, are there potentially any new requirements and guidelines at the level of media handling and interaction, e.g., towards managing the RTP streams, e.g., generation of RTP streams during and after SDP and CLUE negotiations, multiplexing of RTP streams? 
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