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Introduction 
SHVC [1], or the Scalable Extensions of HEVC, has been under development in JCT-VC since Oct 2012. It is planned to be finalized in July 2014. SHVC offers a rich set of scalability features. In addition to temporal scalability, which is already supported in HEVC version 1 [2], SHVC allows coding of multiple video layers in a scalable manner and across different dimensions as follows: 

· Spatial scalability: lower resolution (e.g. 720p) to higher resolution (e.g. 1080p)
· Bit-depth scalability: 8-bit video to 10-bit (or potentially higher bit depth) video 

· Colour gamut scalability: BT.709 colour to BT.2020 colour space 
· Quality (SNR) scalability: lower quality to higher quality 
· Hybrid codec scalability: base layer coding using legacy codec (e.g. AVC) and enhancement layer coding using HEVC 

In particular, the hybrid codec scalability feature enables full backwards compatibility with today’s 3GPP services, where existing devices will continue to use the AVC codec [3], and new devices using SHVC can support new services such as Ultra High Definition (UHD) video with improved bandwidth efficiency. The hybrid codec scalability in SHVC is designed in such a way that the base layer decoded pictures may be provided to the SHVC decoder through “external means” (for example, through system level signalling). Effectively, SHVC allows any non-HEVC codec (including but not limited to AVC) to be used in the base layer. 
At the 78th SA4 meeting, SA-140375 from Nokia [3] suggested different use cases for 3GPP services benefiting from the support of SHVC, such as multicasting and broadcasting, streaming, and video conferencing. This document builds on SA-140375 and attempts to provide further insight on the features and merits of SHVC, in particular in comparison to the previous scalable codec SVC. We propose to consider this input contribution from InterDigital along with SA-140375 for discussion within the SA4 group on the potential for creating a study item on the support of SHVC in a future 3GPP release.  

Overview of SHVC 

Figure 1 shows the SHVC decoder with a 2-layer example consisting of the base layer (BL) and the enhancement layer (EL). The BL decoded pictures are retrieved from the BL Decoded Picture Buffer (BL DPB). Depending on the type of scalability between BL and EL, appropriate inter layer processing is applied to the reconstructed BL picture to obtain the inter layer reference (ILR) picture. The ILR picture is put into the EL DPB as a long term reference picture and used along with the EL temporal reference pictures for enhancement layer coding. 
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Figure 1. SHVC decoder architecture

SHVC extends HEVC version 1 with high level syntax only (HLS-only) changes. Since no block level changes (that is, below slice header level) are allowed, the existing HEVC decoder products can be easily upgraded with some firmware updates maximizing their life cycle, and hence significantly reducing the implementation cost of an SHVC decoder. The HLS-only design can also benefit the SHVC encoder, as the encoder at each layer can operate efficiently without heavy cross-layer interactions. This makes the encoder mode decision and rate control more manageable.  

Based on the type of scalability between the two layers, appropriate form of inter layer processing is applied. If there is a spatial resolution difference, then the BL reconstruction (including texture and motion field) is up-sampled to form the ILR picture. 8-tap up-sampling filters and 4-tap up-sampling filters are used for the luma and chroma components, respectively. The up-sampling process can also absorb bit depth difference between the two layers by preserving the necessary Least Significant Bits during up-sampling to enable bit depth scalability. For colour gamut scalability, colour mapping process based on 3D colour mapping tables is applied to the BL reconstruction to form the ILR picture. 
Comparison to SVC 

It is important to compare SHVC with the last scalable codec SVC (Annex G in the H.264/A VC standard), which is supported by several 3GPP services, although not widely deployed in the market. In this section, we analyse the main differences between SHVC and SVC, and discuss why SHVC is better suited for market adoption with 3GPP services. 

Firstly, the types of scalability supported by each standard are different. As summarized in Table 1, SHVC supports a much richer set of scalability features compared to SVC. In addition to temporal (which is already supported by HEVC version 1), spatial, and SNR scalability, SHVC also supports hybrid codec scalability, bit depth scalability, and colour gamut scalability. As previously discussed, hybrid codec scalability can be very important for 3GPP services; for example, it would allow multi-point video conferencing to serve existing devices with only AVC codec support and newer devices with HEVC and SHVC codecs simultaneously and efficiently. As mobile display technology advances, bit depth scalability and colour gamut scalability could also become very useful in the near future. 
Table 1. Comparison of scalability features in SVC and SHVC

	Scalability features
	Scalable coding standard
	Examples

	
	SVC 
	SHVC 
	Base layer
	Enhancement layer

	Temporal 
	X
	X (HEVC v1)
	30fps
	60fps

	Spatial 
	X
	X
	540p, 720p or 1080p
	1080p or 4Kx2K

	SNR/quality
	X
	X
	33 dB
	36 dB

	Hybrid codec
	
	X
	H.264/AVC
	H.265/HEVC

	Bit depth
	
	X
	8-bit
	10-bit

	Color gamut 
	
	X
	BT.709 [5] 
	BT.2020 [6]


Secondly, SHVC and SVC have very different scalable coding architecture designs. Unlike SVC, which relies heavily on block level changes in the scalable system, and requires much more information to be retrieved from the base layer codec, SHVC relies on HLS only changes. From the base layer, SHVC only retrieves base layer reconstructed pictures. In the enhancement layer, SHVC does not include any additional low level coding tools on top of HEVC version 1. This makes deployment of SHVC relatively easy and low-cost as existing HEVC version 1 decoder products could be easily upgraded to support SHVC. 
Thirdly, SHVC is based on multiple loop coding architecture, which allows it to achieve high scalable coding efficiency without the need for any burdensome cross layer optimization at the encoder side. Table 2 provides the scalable coding performance produced by the SHVC reference software, under the SHVC common test conditions (SHVC CTC) [7]. For combined scalability, spatial scalability (1080p to 2160p), bit depth scalability (BDS, 8-bit to 10-bit) and colour gamut scalability (CGS, BT.709 to BT.2020) are tested together [8]. Significant rate reductions are achieved in all test cases, even though the SHVC CTC uses fixed base layer coding and the SHVC reference software does not use cross layer optimization. In contrast, SVC mandates single loop decoding, and the resulting coding efficiency loss can only be compensated using heavy cross layer optimization, which puts significant burden on the encoders.
Table 2. Bit rate savings from SHVC, for spatial, SNR, and combined scalability

	Configuration
	Anchor 
	2x
	1.5x
	SNR
	Spatial (2x) + BDS + CGS

	Random Access
	SHVC vs. simulcast 
	16.5%
	27.0%
	20.9%
	18.4%

	
	SHVC EL vs. single layer EL 
	26.0%
	47.6%
	31.4%
	30.4%

	Low Delay
	SHVC vs. simulcast 
	10.3%
	21.5%
	12.5%
	-

	
	SHVC EL vs. single layer EL 
	16.8%
	39.3%
	19.5%
	-


Finally, SHVC also supports arbitrary scaling ratio in all of its profiles (Scalable Main and Scalable Main-10). Given that different mobile devices may have many different display resolutions, the support of arbitrary scaling ratio becomes an important feature to many 3GPP services. 
Proposal

Given the merits presented above for SHVC and its suitability for 3GPP services, and the relevant use cases emphasized in SA-140375, It is proposed to discuss the next steps towards creating a study item within SA4 for the support of SHVC in a future 3GPP release.
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