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1. Overall Description:
[bookmark: _Hlk175219531]3GPP SA4 would like to thank SC 29/WG 4 (MPEG Video) for their liaison on Feature coding for machines. We are currently conducting a study on AI/ML for media aimed at analyzing the service configurations requiring AI/ML model transfers and split inference operations between the network and the user device. Federated learning scenarios are also in our scope. This work in progress is documented into the attached draft TR 26.927. Beyond the architecture and functional analysis, we are also conducting performance evaluations of those certain scenarios some of which also includeing compression and optimization techniques https://www.3gpp.org/ftp/TSG_SA/WG4_CODEC/TSGS4_128_Jeju/Docs/S4-241177.zip section §9.5.5. From your liaison, it seems that FCM deals with similar techniques, particularly for the feature reduction (fusion, temporal/spatial resampling, truncation…).
· [bookmark: _Hlk175219438]We would be interested in whether the FCM AI/ML modelTest Model  is applicable to our use cases documented in the attached TR (more specifically split inferencing with multiple split points) and if it can be generalized to other networks and other tasks such as NLP (Natural Language Processing) and (Large Language Models) LLM.	Comment by Stephane Onno: They have a least on model under test R-CNN backbone with 4 or 5 branches,
· [bookmark: _Hlk175219327]We would like to better understand which AI/ML model types are used, if they are generic or specific to feature extractionreduction and feature restoration. We understood that feature reduction/restoration need be trained for each model at a target split point.  

2. Actions:
To SC 29/WG 4 group.
[bookmark: _Hlk175219475]ACTION: 	Please take the above information into account and provide feedback on:
· The optimization techniques of the AIML model offor FCM, including and their efficiency, and impact on the precision/accuracy of the AIML models used.
· The applicability of the FCM AI/ML model Test Model on the use cases docuemented into the attached TR 26.927.
· [bookmark: _Hlk175222596]The generalization of the FCM AI/ML to scenarios other than feature extraction.	Comment by Stephane Onno: I don’t undesrtand the question, is it linked to your comment Imed ?
The LS and the additional related work  of 1152 shows that there is a pipeline compatible, 

The FCM use case is not about an adaptive split point but more about finding a machine-suitable representation of the video data.
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