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Introduction
Contribution S4aV240040 proposes a template for collecting information about relevant Beyond 2D video representation formats. The present contribution reuses this template and provides information for the dynamic point cloud representation format in relation to the scenario described in [1].

Dynamic Point Cloud representation format
There are many applications for point clouds such as representing highly accurate maps of landscapes, buildings, infrastructure, etc… but the format is also used to represent people, animals, objects and scenes composed from these.	Comment by Thomas Stockhammer (2024/08/19): Why is this in the definition?	Comment by Ralf Schaefer: Moved it higher up

The scenario “Volumetric Video with single asset” [1] relies on dynamic point clouds to represent people and objects.	Comment by Thomas Stockhammer (2024/08/19): This seems irrelevant here.	Comment by Ralf Schaefer: A point cloud can represent many things and the attributes depend on the application. The scenario proposed to Beyond2D focuses on people and objects and therefore color and normals are indicated. So it is good to remind the scenario to understand, but I moved it higher up.

 Definition

A point cloud frame is defined as set of (x,y,z) coordinates, where x,y,z  have finite precision and dynamic range., depending on the data type that is used for representing the coordinates. Each (x,y,z) can have multiple attributes associated to it (a1 ,a2, a3 …), where the attributes may correspond to color, reflectance, transparency, normals or other properties of the object/scene that would be associated with a point.. Colour is typically represented as RGB and a normal is a normal to a point which can be used by the renderer for handling lighting.  Typically, each point in a point cloud frame has the same number of attributes attached to it. Dynamic point clouds consist of several consecutive point cloud frames. with the same coordinate system, precisions and attributes. The number of points typically changes from one frame to the other and there is no relation between a point of one frame to the other frame. 	Comment by Champel MaryLuc: There are very significant differences between sparse and dense point clouds. It seems this contribution only intends to cover dense point clouds but this is never mentioned. It should be explicit or should we assume any kind of point clouds is elligible here?	Comment by Ralf Schaefer: In contribution 1494 we give examples of quality for representing people and we indicate the number of points. What is the advantage of using the term dense ? Do you have an agreeable definition for dense point cloud ? There may be disagreements on what dense is.	Comment by Champel MaryLuc: One could argue x,y,z could be used for non cartesian coordinates. Should we assume cartesian coordinates only here ?	Comment by Ralf Schaefer: This would need to be specified by an application standard such as 3GPP. But for people and objects typical a cartesian coordinate system is used 	Comment by Thomas Stockhammer (2024/08/19): What does this mean?	Comment by Ralf Schaefer: For example if you use uchar for representing the coordinates, the precision would be 1 and the dynamic range from 0 to 255	Comment by Thomas Stockhammer (2024/08/19): Is there a better definition of these attributes? Which attributes are relevant for us?	Comment by Ralf Schaefer: It would be up to 3GPP to specify the attributes more precisely	Comment by Thomas Stockhammer (2024/08/19): Are there any requirements for dynamic point clouds? Can points disappear? Can new points appear? Can the number of points change? Is there a relation between a point in the first frame and the second frame? Is there a common coordinate system?	Comment by Ralf Schaefer: See changes in the text

A simple and often used file format for point clouds is the Polygon File Format (PLY) that has been developed by Greg Turk at Stanford University in 1994 [2]. Other formats, like the Object File Format (OBJ) can also be used to represent point clouds.	Comment by Thomas Stockhammer (2024/08/19): PLY defines vertices and faces. Are faces included or excluded?	Comment by Ralf Schaefer: For representing point clouds only vertices are needed

There are many applications for point clouds such as representing highly accurate maps of landscapes, buildings, infrastructure, etc… but the format is also used to represent people, animals, objects and scenes composed from these.	Comment by Thomas Stockhammer (2024/08/19): Why is this in the definition?	Comment by Ralf Schaefer: Moved it higher up	Comment by Champel MaryLuc: This tends to make me think both sparse and dense point clouds are considered but then how V3C/VPCC can handle sparse point clouds...	Comment by Ralf Schaefer: We indicate ranges for the number of points needed for representing people for the scenario and this should work fine.

The scenario “Volumetric Video with single asset” [1] relies on dense dynamic point clouds to represent people and objects.	Comment by Thomas Stockhammer (2024/08/19): This seems irrelevant here.	Comment by Ralf Schaefer: A point cloud can represent many things and the attributes depend on the application. The scenario proposed to Beyond2D focuses on people and objects and therefore color and normals are indicated. So it is good to remind the scenario to understand, but I moved it higher up.

 Production and Capturing Systems

High-quality capturing of volumetric video is typically done with a rig of synchronized cameras aligned around the asset(s) to be captured. Depending on the rig, there can be one or more layers of cameras at different height positions, with each layer consisting of up to 60 cameras. Cameras can be equipped with depth sensors. Hardware such as cameras and depth sensors are typically off the shelf equipment, but the assembly in the rig is vendor dependent and proprietary.	Comment by Champel MaryLuc: What is «high quality» ?	Comment by Ralf Schaefer: We give examples in 1494 	Comment by Champel MaryLuc: We are now back to dense point clouds and even limited to professionally captured content. Scope needs to be clarified.	Comment by Ralf Schaefer: The scope of the scenario „Volumetric Video with single asset“ is professionally captured content. Could you better explain the issue with scope ?
The various camera and depth sensor signals are fed into a production pipeline that produces the asset. Production includes stitching the various signals, filling holes, correcting occlusions, etc. Persons or physical objects (e.g. a ball or an instrument) can be combined in an asset or separate assets can be used for each person or object. The representation format of a produced asset is typically a dynamic point cloud or a dynamic mesh. . 	Comment by Thomas Stockhammer (2024/08/19): We have seen meshes, but point clouds typically not. At least not dense point clouds.	Comment by Ralf Schaefer: We received test sequences in both representation formats

The Volumetric Format Association (VFA) [3] aims to “Drive the development of volumetric video as the next revolution for content creation, editing 3D content, distribution of 3D content and creating entirely new ways to tell stories and communicate with each other”. One result of their work is an end-to-end workflow consisting of Volumetric Capturing, Volumetric Processing, Volumetric Encoding and Decode/Render. The workflow can be downloaded from their website in PDF format. Volumetric Capturing is in line with our description above. Volumetric Processing shows the dynamic point cloud representation format as a central element. First a raw point cloud is created, and which is further processed (e.g. fill holes) and converted to the produced asset. Representation formats for the produced assets is either a dynamic point cloud (in the workflow named as a patch based format) or a dynamic mesh. 	Comment by Thomas Stockhammer (2024/08/19): VFA indeed talks about production of point clouds, but the distribution is a dynamic mesh format. So this seems to be not correct.	Comment by Ralf Schaefer: Our statement is correct. The point cloud format is named in the workflow as „patch based format“
The Volumetric Encoding step includes both options, point cloud and mesh. Once streamed and received on a device, the Decode/Render step includes rendering the mesh, the point-cloud as is or generating mesh or voxels prior to rendering. 	Comment by Thomas Stockhammer (2024/08/19): Why would we need meshes and point clouds? It seems that only meshes are relevant for distribution.	Comment by Ralf Schaefer: The co-signing companies think that the point cloud format is relevant for distribution. As mentioned earlier, VFA also supports point clouds for distribution.	Comment by Champel MaryLuc: The VFA graphics mentioned earlier clearly shows only mesh as a delivery format before rendering. Before 3GPP decides to go a different path, it could be good to understand why VFA did not include point cloud delivery and limited point cloud to the capture step.	Comment by Ralf Schaefer: Point cloud is included - it is named „patch-based format“ in the diagram. Thomas made the same point


 Rendering and Display Systems
As other volumetric video formats, the dynamic point cloud representation format can be rendered to 2D displays such as in mobile phones, tablets, TV sets but also to HMDs or other 3D type displays.

Chapter 5 of contribution S4-241494 discusses the impact of rendering and illustrations in chapter 7 of the same document show the result of a simple renderer that basically represents a voxel by a cube and a more sophisticated renderer named industry renderer that replaces a voxel by a splat where the size is adapted depending on viewing distance and some blending is implemented to avoid flickering of points. When evaluating or comparing the point cloud representation format it is essential to select a renderer that is representative of a minimum of what the industry would implement, as holes and cracks in images would influence evaluations negatively.	Comment by Thomas Stockhammer (2024/08/19): Is this meant for TR?	Comment by Ralf Schaefer: We assume that the TR will include some quality examples from S4-241494, which should then be referenced. The text would need to be adapted.

More sophisticated renderers could fill better potential holes, recreate detail and apply lighting depending on the scene. The point cloud representation format supports reflectance and normals which are useful for lighting the scene. When rendering a point cloud sequence in a scene, correct lighting including shadows and colour alignment can greatly impact the realism of the resulting experience.

POINTS_GL is the simplest OpenGL [8] primitive type used for rendering (lines and polygons are others that are also commonly used) and a point cloud can be interpreted as a vertex stream that represents points (after ordering of the points). Therefore a point cloud can be rendered in an extremely straightforward way using native OpenGL vertex shaders.  The supported rendering in the standard OpenGL specified by the Khronos consortium implies that point clouds can be rendered on devices that support OpenGL which is rather common today. OpenGL vertex shader renders points size larger than zero, this can be set GL_PROGRAM_POINT_SIZE as a configuration of the rendering

Specific optimizations for Rendering are device manufacturer dependent.Rendering is device manufacturer dependent and not covered in standards, so this is where competition between manufacturers/implementers take place.	Comment by Champel MaryLuc: 100% agreed. It is out of 3GPP scope to evaluate renderers quality. Yet, there is no quality metric defined for point clouds themselves. All the quality observations made in this proposal and in S4-241494 are quality observations made on the rendered point cloud. Without such a metric defined, how can we agree on what 3GPP should support? Assuming we all want a minimum level of quality to be ensured...	Comment by Ralf Schaefer: I turn back the question: What is such a quality metric for 2D video and other proposed formats  to 3GPP ? The metrics that I‘m aware of evaluates the impact of coding/decoding compared to the source content. 

 Support Information

Test and reference sequences
Document S4aV240021 [5] provided an initial list of candidate sequences including a proposal for a JSON schema. . Some of these sequences are under license agreement and must be protected with a password when stored on a server. 

Uncompressed data size
The uncompressed data size depends on the number of points, the number of attributes and if the text or binary representation in the PLY format is used.
In the following data size examples for sequence Thomas for one point cloud frame as used in [4] are provided. PLY Ascii information is based on the header with the following structure:

property structure float x 
property float y 
property float z 
property uchar red 
property uchar green 
property uchar blue 
property uchar alpha. 

The file size could be decreased by removing alpha and using integer instead of float for xyz coordinates.
For information the table includes the “net data size” which adds up all bitsizes for coordinates and color, averaged over 32 frames, expressed in bytes.

	
	 PLY Ascii (bytes)
	 Net data size (bytes)

	Thomas Vox 10
	 14.891.588
	 4.010.396

	Thomas Vox 11
	 62.457.377
	 16.996.692

	Thomas Vox 12
	 257.449.604
	71.694.702


The uncompressed data size of a point cloud frame depends on the number of points and the number of attributes. The following table gives data size examples and raw bitrates for sequence Thomas.


	Sequence
	Quantization
	#frames
	#points
	mean frame size (bytes)
	bitrate (mbps)

	Thomas
	Vox10
	32
	19012250
	4010396
	979.10

	Thomas
	Vox11
	32
	76336020
	16996692
	4149.58

	Thomas
	Vox12
	32
	305897397
	71694702
	17503.59


Table 1 Uncompressed data size and bitrate


Known compression technology
Visual volumetric video-based coding (V3C) and video-based point cloud compression (V-PCC) [6]	Comment by Champel MaryLuc: There are definitely way more known technologies than just this one. It would be embarassing to approve a 3GPP document that states that V-PCC is the only known technology...	Comment by Ralf Schaefer: Could you give examples of other compression technologies that would fit for the proposed format ?

Conversion from other formats
Point clouds can be obtained by sampling from surface-based formats such as meshes. Such transformation is lossy. There are different sampling methods (e.g. methods based on face sampling, on texture map sampling, on ray casting from a grid, etc.) and it’s up to the content provider to select the appropriate sampling method depending on the content and creative intent.	Comment by Champel MaryLuc: Conversion from Point Clouds to Meshes is very common today in professional environments. While the reverse conversion is indeed possible, it would be interesting to know where such a conversion is actually useful and largely used... 	Comment by Ralf Schaefer: As VFA is indicating and what we have experienced in MPEG, content producers can provide content in both formats or provide it in just one of them. If your distribution system supports only point cloud, then you would need to convert. The the same is true for the opposite. 

Typical quality criteria
The visual quality of a point cloud depends on the number of points (density) in the point cloud. For attributes colour is mandatory and there may be reflectance, transparency and normal. Colour is typically in RGB with each in 8 bits.	Comment by Champel MaryLuc: As soon as we say visual, it screams renderer quality. We need a quality metric independent of the renderer since renderer is out of our scope.	Comment by Ralf Schaefer: See my earlier comment. An agreed representative renderer would solve the issue.
Contribution [4] gives quality examples of the point cloud representation format and we see that point clouds of around 1M points/frame allow to watch from a wider distance (e.g. from 3m) and 2M points/frame allow to get closer (e.g to around 1.5m distance) at good quality for the target scenario. Emotional facial expressions and buttons and tissue structure of cloths is visible. More points per frame improve the details, but this may not be required for the scenario described in [41]. But if a scenario would require it, a high-end volumetric video production system is able to capture details from e.g. skin or finer details of tissue and it can be represented with the point cloud representation format.	Comment by Thomas Stockhammer (2024/08/19): The representation formats should be detached from a scenario.	Comment by Ralf Schaefer: As written higher up, point clouds can be used for many purposes. Through the scenario we limit the attributes  on color and normal. Through the scenario we can also limit the number of points to make the format useable on consumer devices.  In Video SWG there were questions about how many points would be needed for the given scenario and we provide an answer.	Comment by Champel MaryLuc: It gives examples of quality of rendered point clouds. The perceived quality is not only dependent on the point cloud representation format.	Comment by Ralf Schaefer: It depends also on the renderer, therefore a representative renderer is needed.	Comment by Champel MaryLuc: Which coordinate system is used to define this distance. That distance is likely related to the size of the point cloud bounding box. If so it should be explained.	Comment by Ralf Schaefer: The viewer is not in the coordinate system. Think about the demos with a smartphone or tablet in AR mode. You point the camera on a real person in e.g. 3m distance and then you position the point cloud coded person next to him/her. 


 Benefits and Limitations

Benefits:
Point cloud representation is simple in structure and representation, has high accuracy and resolution, is faithful to original data, and is easy to acquire from sensors or cameras. Point cloud generation needs less pre-processing as there is no need for surface reconstruction, if sensor data is not so noisy.
A point cloud can be rendered in an extremely straightforward way using native OpenGL vertex shaders
Limitations:	Comment by Champel MaryLuc: Data size of point clouds is also a significant limitation. Hence the need of compression...	Comment by Ralf Schaefer: Agree 100% that we need compression. For all consumer application including 2D video we need comparession
Point-cloud data does not include information on surfaces and is harder to edit or transform.

Conclusion
The submitters propose to include the information collected about the point cloud representation format in the present document in the PD.


References
[1] InterDigital et al., S4-241197 - Scenario on Streaming of Beyond 2D Produced VoD Content - Use Case “Volumetric Video with single asset”, SA4 128 Jeju – Korea, May 2024
[2] Greg Turk, The Polygon File Format, Stanford University, 1994
[3] Volumetric Format Association VFA, https://www.volumetricformat.org/ 
[4] InterDigital et al., S4-241494, Quality examples of the point cloud representation format for streaming single asset scenario, SA4 129-e - Online
[5] InterDigital et al., S4aV240021, Candidate sequences for “streaming single asset” scenario, SA-4 128 post, June 2024
[6] V-PCC, Visual volumetric video-based coding (V3C) and video-based point cloud compression (V-PCC), ISO/IEC 23090-5 2nd Ed, Nov 2023


