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[bookmark: _Toc173137820]
	CHANGE 1


[bookmark: _Toc173137832]5.15	Key Issue #15: Media and metadata delivery over multiple sessions 
[bookmark: _Toc173137833]5.15.1	Description
In XR communication, certain media and metadata types, e.g., avatar and associated animation data, can be transmitted over a data channel that is not RTP Based. 	Comment by Rufael Mekuria: Define the data channel, is it in scope !? maybe leave it out of scape	Comment by Serhan Gül: While new solutions specific to data channel may not be in scope, in this case it has an effect on RTP traffic that is being studied.
At the same time, it may still be possible to have a UE-to-UE voice call, e.g., an MTSI call, as the latency constraints for voice are lowerhigher. 	Comment by Rufael Mekuria: 	Comment by Rufael Mekuria: Lower !?	Comment by Serhan Gül: Constraints are higher, could be rephrased to “required latency is lower”	Comment by Rufael Mekuria: So this is about synchronization between different RTP sessions	Comment by Huawei-0805: I would prefer to give the issue for the existing SDP negotiation for the same RTP session. Why do we need to care about the case where related media streams and metadata are delivered over different RTP sessions and data channels?	Comment by Serhan Gül: We are okay with the changes but don’t fully understand the second comment. 
While SDP procedures take care of grouping appropriate media flows for synchronization and other functionalities within the same RTP session. However, the case when there is a need for synchronization between and RTP based and a non RTP based media/metadata delivery, , it needs to be studied how this can be achieved 
the In addition the case whensame can be achieved when related media streams and metadata are delivered over different RTP sessions needs study. and data channels.
Additional Other uuse cases where associated media may be sent over different RTP sessions are teleconferencing applications that allow establishing a voice channel to a UE. The voice in this case maybe over a direct UE-to-UE communication (MTSI call), while other media (e.g., presentations, video) are delivered via a network media function. A high-level illustration is shown in Figure 5.15.1-1 below. Here the voice is delivered UE-to-UE, and the associated RTP session is shown as Session 3. The video from UE A to UE B is delivered via a network media function over two RTP sessions, Session 1 and Session 2. Depending on the use case and application requirements, the network media function may apply operations such as upscaling, merging video streams, or animation in case of avatar data.	Comment by Rufael Mekuria: This can still give synchronization issue	Comment by Serhan Gül: Yes, if the two media types have strict synchronization requirements (maybe not so much for presentations).

[image: ] 
Figure 5.15.1-1: An example scenario with multiple media sessions. 

In this key issue, it is proposed to study:
-	Whether it is feasible to have components of an XR call that are sent over different paths, e.g., a UE-to-UE voice channel and a UE-MF-UE or AS/MF-to-UE channel for avatar data (sans audio).	Comment by Rufael Mekuria: What does it mean feasible in what context 1?	Comment by Serhan Gül: Simply if we foresee this type of a solution to the use cases we’ve been studying in SA4 or not.  This is more an invitation for discussion in the group. 	Comment by Rufael Mekuria: 	Comment by Rufael Mekuria: IS this only for XR or a generic RTP feature	Comment by Serhan Gül: The feature is generic but we can use XR use cases to motivate and understand it. 
	- e.g synchronization issues if any 
- e.g. session establishment issues if any	
-	How to achieve cross-session referencing for XR media and metadata that are sent over different RTP sessions and data channels that don’t have common endpoints.   
	- e.g. SDP signalling description examples
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