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Introduction
[bookmark: OLE_LINK1]During SA4#127-bis e-meeting and Video SWG Adhoc post 127-bis-e, some scenarios and related proposals have been discussed. According to market-relevant discussions, we believe that providing a B2D experience on market-relevant UEs is critical point. Therefore, for Free Viewpoint Video (FVV) or Free Viewpoint TV (FVTTV) scenarios,
· For display end, it is limited to traditional 2D UE, including mobile devices [3], PCs or TVs [1][2].
· For collection end, it is further away from the B2D experience. It can support media pre-processing based on B2D experience and performance. Most of the commercial applications use camera matrix to collect [3], and in some current end-to-end solutions, you can also use mobile devices to capture multiple video streams [4].	Comment by Serhan Gül: Please clarify what is meant by this, what is “further away from B2D experience”?	Comment by Yujian: The most direct reflection related to user experience is on the display side. The collection side will provide content sources and preprocessing, which will also determine the user experience, but it will not be directly linked to the user

Proposal
	[bookmark: _Hlk166339007]1st Change


6.X	Scenario X: Free Viewpoint Video
[bookmark: _Toc41600613][bookmark: _Toc49377037][bookmark: _Toc104459276][bookmark: _Toc55813026]6.X.1	Motivation
[bookmark: OLE_LINK2]Free-viewpoint video is an immersive experience in which a viewer can actively select any viewpoint to view the action of a scene of a 3D world. It uses multiple high-precision cameras to shoot multi-angle images synchronously at the millisecond level to create a free viewpoint scene so that the user can freely move and watch from the selected view within the scene, including looking up and down, back and forth, left and right. FTVV has commercial value in sports events, TV programs, online education, advertising and marketing.
Multi-view video plus depth (MVD) is a source format of FTVV which has limited viewpoints of video and associated depth maps. The depth maps and disparity maps associated with every view of the video that can be used to render arbitrary numbers of additional views via view synthesis to approximate the experience of free viewpoint. From the user’s perspective, they can choose the position and viewpoint arbitrarily and watch content of this view on mobile devices or traditional TVs with view control.
The scenario is shown in the below figure.	Comment by Serhan Gül: Is this not a streaming scenario? The figure shows upload/download	Comment by Yujian: Streaming scenario is considered, uplink/downlink stream may be more appropriate.
•	For display end, it is limited to traditional 2D UE, including mobile devices, PCs or TVs 
•	For collection end, it is further away from the B2D experience. It can support media pre-processing based on B2D experience and performance. Most of the commercial applications use camera matrix to collect, and in some current end-to-end solutions, you can also use mobile devices to capture multiple video streams.
[bookmark: _Toc55813027][bookmark: _Toc49377038][bookmark: _Toc41600614][bookmark: _Toc104459277][image: ][image: 图示

描述已自动生成]
6.X.2	Description of the scenario
[image: ]
a.	Capturing and processing: RGBD camera, color calibration, multi-streams synchronization, depth matching.
b.	Encoding: texture map, depth map and camera parameters.
c.	Packaging and delivery: synthesis views or a view based on view control can be delivered to client.	Comment by Serhan Gül: Not fully clear to me if this a remote rendering operation. Is a single 2D video delivered to the client?	Comment by Yujian: Multiple viewpoints or one viewpoint are transmitted to the UE, and viewpoint synthesis includes depth based rendering. Remote rendering is mainly used for displaying
d.	Decoding: rendering on client
e.	General constraints on bandwidth: the number of views should trade off prediction error and bandwidth.
[bookmark: _Toc104459278][bookmark: _Toc49377039][bookmark: _Toc55813028][bookmark: _Toc41600615]6.X.3	Source Formats
Table 6.X.3-1 provides an overview of typical beyond 2D source signal properties for UE-to-UE FVV on demand. 	Comment by Gaëlle Martin-Cocher: It would be good to align with the title of the scenario or use-case.	Comment by Yujian: OK
Table 6.x.3-1 FVV Source Format Properties

	Source format properties
	Texture

	Number of views
	3,6	Comment by Gaëlle Martin-Cocher: Dataset seems to have more than 6 views. 	Comment by Yujian: Dataset is mainly an example. Considering the display on mobile devices, as well as the relationship between network bandwidth requirements and the number of views, number of views should be limited

	Spatial resolution for each view
	1920 x 1080

	Chroma format
	Y’CbCr/RGB	Comment by Gaëlle Martin-Cocher: Should this be RGB? 	Comment by Yujian: Yes，depending on cameras.

	Chroma subsampling
	4:2:0

	Picture aspect ratio
	/

	Frame rates
	30, 50, 60 Hz 

	Bit depth
	10

	Colour space formats
	BT.709, BT.2020

	Transfer characteristics
	BT.709, BT.2100 (HDR)	Comment by Gauntlett, Simon: Both SDR and HDR reproduction would benefit from including mastering characteristics such as MDCV (master display colour volume) and CLLI (content light level information) SEI (supplementary enhancement information) messages defined in TS 26.116 Section 4.5.5.7 - not just the camera parameters	Comment by Yujian: Cloud encoding should consider these information.

	Camera parameters
	camera id, intrinsic parameters*,extrinsic parameters

	Optional Depth/Disparity

	Spatial Resolution
	Same resolution as view

	Chroma format
	Y’CbCr

	Chroma subsampling
	4:0:0

	Picture aspect ratio
	/

	Frame rates
	30, 50, 60 Hz 

	Bit depth
	10

	Camera parameters
	camera id, intrinsic parameters*,extrinsic parameters	Comment by Serhan Gül: Does the asterisk mean that intrinsic parameters are optional?	Comment by Yujian: No, intrinsic parameters are important, asterisk will be removed


[bookmark: _Toc41600616][bookmark: _Toc104459279][bookmark: _Toc55813029][bookmark: _Toc49377040]6.x.4	Encoding and Decoding Constraints
Beyond 2D eEncoding based on HEVC main 10 in this scenario is typically done as AS-based cloud Eencoding and UE-based  Encoding for three interoperability points.
Table 6.5.4-1 Encoding and Decoding Configurations
	[bookmark: _Toc49377041][bookmark: _Toc41600617][bookmark: _Toc55813030]Encoding and Decoding Constraints
	Interop1	Comment by Gaëlle Martin-Cocher: Can you clarify what this is?	Comment by Yujian: As shown in figure 1, Interop1 is for client;Interop3 is for the server
	Interop2
	Interop3	Comment by Gaëlle Martin-Cocher: Could you please clarify what this is? (what means 1 and 3?)	Comment by Yujian: Interop1 is the interoperability point between the upload client and the network;Interop3 is the interoperability point between the download client and the network


	Relevant Codec and Codec Profile/Levels
	Multiview HEVC profileH.265/HEVC Main 10 Profile  
Level 5.1
	Multiview HEVC profile
	Multiple H.265/HEVC Main 10 Level 4.1+;depth


	Random access frequency
	1
	1
	1  

	Bit rates and quality configuration
	Fixed QP
	       Fixed QP
	Fixed QP

	Bit rate parameters (CBR, VBR, CAE, HRD parameters)
	Covering a range of
relevant bitrates and
qualities
	Covering a range of
relevant bitrates and
qualities
	Covering a range of
relevant bitrates and
qualities

	Latency requirements and specific encoding settings
	No latency requirementsNo latency requirements
	No latency requirements
	No latency requirements
No latency requirements 

	Encoding complexity context 
	offline encoding on UE uclient
	encoding on the server
	offline encoding on UE uclient/DN 

	Required decoding capabilities	Comment by Gaëlle Martin-Cocher: How many concurrent decoders, and for which type of streams?	Comment by Yujian: Color and metadata
	Multiview HEVC profileH.265/HEVC Main 10 Profile  
Level 5.1
	Multiview HEVC profile
	Multiple H.265/HEVC Main 10 Level 4.1;depth
H.265/HEVC Main 10 Profile  
Level 4.1


[bookmark: _Toc104459280]6.5.5	Performance Metrics
The following metrics are expected to be reported: TBD
[bookmark: _GoBack]The key to synthesize viewpoint is how to accurately infer the information of new perspective from the existing data and maintain the coherence and realism of the scene. This often involves complex image processing and computer graphics techniques. In practice, the quality of the synthetic viewpoint is affected by the quality of the raw data, the performance of the acquisition device, and the algorithms and models used. 
[bookmark: _Toc55813031][bookmark: _Toc104459281][bookmark: _Toc41600618][bookmark: _Toc49377042]6.X.6	Interoperability Considerations
[bookmark: _Toc41600619][bookmark: _Toc55813032][bookmark: _Toc104459282][bookmark: _Toc49377043]6.X.7	Reference Sequences
<tbd> A Free-Viewpoint-RGB-D-Video-Dataset is provided here https://medialab.sjtu.edu.cn/post/free-viewpoint-rgb-d-video-dataset/	Comment by Gaëlle Martin-Cocher: Possibility to use this dataset in SA4 is not clear. 	Comment by Yujian: It gives a demonstration，For example, it can be removed first and updated after obtaining a license for the test sequence

[bookmark: _Toc104459283][bookmark: _Toc49377045][bookmark: _Toc41600621]6.X.8	Anchor Definition
<tbd>
	3rd Changes End
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