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	1st Change



5.4	Scenario #4: Pose correction optimisation
5.4.1	Overview
This scenario deals with a split-rendering case where the device is running a pose correction method (e.g., using ATW). While pose correction is a good solution to cope with the latency introduced by the roundtrip communication and the rendering, it can introduce visual artifacts if only 2D projected images are used. As an example, a rendered scene may be composed by multiple elements having different sensitivity to time warping. For instance, the user-interface (UI) does not need to be corrected as its position won’t change in the user’s Field of View (FoV). A 3D object near the user may benefit from a time warping as the pose correction would address parallax differences. The far away background similarly to the UI does not need warping as parallax fall off in the distance. This is illustrated in the Figure below.
[image: A screenshot of a computer screen

Description automatically generated]
Figure 1: Illustration of layering in rendering
To maintain the effectiveness of pose correction, a rendering engine may apply segmentation and generate multiple layers of projected texture images that may be handled differently based on their time-warping sensitivity. Those different texture layers could be encoded and processed separately in multiple video streams but could also be encoded in a single stream with additional depths and alpha channels. 	Comment by Waqar Zia: Please clarify is your proposed scenario focusing on the latter case only or is the former case also included?	Comment by Thomas Stockhammer: This seems to go beyond the scope of the scenario considerations. Segmentation and layering instructions may not be needed.	Comment by Thibaud Biatek (Nokia): There are two possible approaches :
-A : you encode the texture layers separately. An auxiliary alpha channel may be needed to handle transparency, of a UI for example.
-B: the video is encoded once, an alpha and/or depth channel may be needed.

You can probably have a first solution here without needing  segmentation/layering instructions assuming the XR runtime will know what to do with depth/alpha. Then you have a more advanced approach where the rendering engine sends instructions to the XR runtime together with the views,  and then you need layering information in order for the client to know how the different layers should be processed. E.g. depth range [x,y] should not be corrected (UI case), …

I agree segmentation and layering instructions are not to be necessarily evaluated, but I think we should document how the auxiliary channels may be complemented and enhanced with side metadata.
To drive the pose-correction and maximize the QoE, additional information may provided to support segmentation into layers and to support the pose correction how the different texture layers should be handled by the pose correction engine. However, such optional metadata is currently not supported by OpenXR APIs.
Generally, the carriage of depth and alpha channels in the video bitstreams for proper scene and UI restitution allows to improve pose correction. New video codecs have the potential to address this scenario in a bandwidth efficient manner.
Editor’s NOTE: MeCAR is in the process to define a simple format for this purpose. It should be referenced.
5.4.2	Review of previous work
The same previous work as Scenario #1 can be considered for this use-case. Multi-layer extension includes mechanisms to carry additional channel such as alpha channel.	Comment by Waqar Zia: This is not applicable, here it needs to say if some SA4 work specific to sending depth/alpha was done	Comment by Thibaud Biatek (Nokia): Except for MeCAR case, which is applied to HEVC single-layer, I don't think there is a previous work to be mentioned in SA4. See proposed alternative text in yellow.
The carriage of depth or alpha auxiliary channels has not been addressed until now.
5.4.3	Evaluation criteria and methodology
1. Assessment/discussion of hardware impact: there are two possibilities for this:
a. There is existing hardware product-grade support for the tool. In that case, refer to the example hardware.
b. There is no existing hardware support. In this case, a discussion/description with justifications on the expected impact on hardware implementation is provided, or reference to existing demos etc.
2. Codec performance evaluation can be evaluated in two possible ways:
a. For single layer case, the performance evaluation of impact on bandwidth will be determined by the overhead introduced by adding additional channels to the video (alpha, depth, …) compared to traditional approach. It is expected that the additional cost is negligible.
b. For multi-stream case, the performance evaluation of impact on bandwidth will be determined by measuring the overhead introduced by multiple encodings compared to a single-layer approach. It is expected that the additional cost is low.
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[bookmark: _Toc22214906][bookmark: _Toc23254039][bookmark: _Toc97103559][bookmark: _Toc100745510][bookmark: _Toc101168768][bookmark: _Toc112909539][bookmark: _Toc112910038][bookmark: _Toc143806459]6	Solutions
[bookmark: _Toc22214907][bookmark: _Toc23254040][bookmark: _Toc97103560][bookmark: _Toc100745511][bookmark: _Toc101168769][bookmark: _Toc112909540][bookmark: _Toc112910039][bookmark: _Toc143806460]6.0	Mapping of Solutions to Scenarios
Table 6.0-1: Mapping of Solutions to Scenarios
	Solution #
	Solution Title
	Scenario(s)

	#1.1
	HEVC simulcast
	#1.1

	#1.2
	Multiview HEVC coding
	#1.1

	#2.1
	HEVC 4:2:0 coding
	#2

	#2.2
	HEVC 4:2:2 coding
	#2

	#2.3
	Native 4:4:4 coding - HEVC Main 4:4:4 profiles
	#2

	#2.4
	Derived 4:4:4 coding - Layered use of HEVC 4:2:0 profiles
	#2

	#3.1
	Scalable HEVC coding
	#3

	#4.1
	MV-HEVC with auxiliary depth/alpha channels and side metadata
	#4

	
	
	



	End of change



	3rd Change


[bookmark: _Toc137640733]6.8	Solution #4.1: MV-HEVC with auxiliary depth/alpha channels and side metadata
6.8.1	Introduction
This solution explores the use of auxiliary alpha or depth channels, complementary to an HEVC bitstream to enable rendering optimization based on the auxiliary alpha/depth channels.data, and driven by side metadata indicating how to interpret the received channels. This can be done in two ways: attached to a single HEVC bitstream, but also attached to multiple HEVC bitstreams used to carry the different rendered layers.
· Solution 4.1-A: An MV-HEVC bitstream carrying a single video layer and alpha/depth video channels.
· Solution 4.1-B: Multiple MV-HEVC bitstreams, each carrying a texture layer and with alpha/depth channels.
6.8.2	High-level Description
This solution explores the usage of MV-HEVC to carry the alpha and depth information as auxiliary channels. The carriage of such data is described in clause 6.8.2.1. 
Additional information on possible SEI messaging transmitted to drive pose-correction is also documented for information in clause 6.8.2.2 but is not supported at this stage by OpenXR APIs and thus is excluded from this evaluation.
6.8.2.1	Carriage of alpha and depth auxiliary channels with MV-HEVC
The usage of auxiliary pictures in HEVC is part of the multi-layer extensions. The carriage of auxiliary data such as depth or alpha channels is defined by the ScalabilityId signalled through the scalability_mask_flag in the Video Parameter Set (VPS). This is possible by configuring the scalability mask index to ‘3’, the value reserved for enabling “Auxiliary” as scalability dimension, as highlighted in yellow in Table 1.
Table 1: Mapping of ScalabilityId to scalability dimensions, as specified in HEVC (see Table F.1)
	Scalability mask index
	Scalability dimension
	ScalabilityId mapping

	0
	Texture or depth
	DepthLayerFlag

	1
	Multiview
	ViewOrderIdx

	2
	Spatial/Quality scability
	DependencyId

	3
	Auxiliary
	AuxId

	4-15
	Reserved
	



The selection of alpha/depth auxiliary pictures is then set by the AuxId which can be configured as defined in the Table below. Setting value ‘1’ would signal the auxiliary picture is an Alpha plane while ‘2’ would indicate a depth picture. Additional information about how to interpret and process those channels can be carried in SEI messages, through the Alpha channel and depth representation information SEI messages.
Table 2: Mapping of AuxId to the type of auxiliary pictures, as specified in HEVC (see Table F.2)
	AuxId
	Name of AuxId
	Type of auxiliary pictures
	SEI message describing interpretation of auxiliary pictures

	1
	AUX_ALPHA
	Alpha plane
	Alpha channel information

	2
	AUX_DEPTH
	Depth picture
	Depth representation information

	3..127
	
	Reserved
	

	128..159
	
	Unspecified
	

	160..255
	
	Reserved
	



6.8.2.2	Additional information on SEI messages 
Additionally, alternative SEI messages can be carried to indicate how the picture texture should be rendered and processed in the device, based on information carried through the alpha or depth channel. In the case of pose-correction parameters, the GUI can be isolated from the rest of the picture through specific depth ranges, or alpha values. The strength or sensibility to the pose-correction can be also indicated for each depth or alpha range value.
A specific SEI message is needed to carry out this information, which can be done for example through a private ITU-T 35 message, or by defining a new one in MPEG. A message carrying the desired information is provided in the Table 3. The provided SEI handles all possible scenarios.
Table 3: Possible payload for pose-correction parameters SEI
	pose_correction_parameters( payloadSize ) {
	Descriptor

		pcp_metric
	u(1)

		pcp_n_intervals
	u(16)

		for ( i=0; i<pcp_n_intervals; i++){
	

			pcp_interval_upper_bound[i]
	u(16)

			pcp_interval_correction_sensitivity[i]
	u(16)

		}
	u(1)

	}
	



With the following semantic:
· pcp_metric indicates what metric is used to extract different layers from video texture. 0 means alpha ranges are used, 1 means depth ranges are used.
· pcp_n_intervals indicates in how many intervals the layering is described for the selected metric.
· pcp_interval_upper_bound[i] indicates the upper bound value of the i-th interval.
· pcp_interval_correction_sensitivity[i] indicates the intensity of pose correction that should be applied on the i-th interval in the received frame. 0 means no pose correction should be applied, other values describes different degrees of pose-correction sensitivity.
The SEI messaging driving the pose-correction is depicted here for information but is currently not supported by OpenXR APIs and is then not included in the performance evaluation.
6.8.3	Evaluation
6.8.3.1 Assessment/discussion of hardware impact
[bookmark: PasteStart]This potential solution requires the device to perform two main tasks:
1. Demuxing and decoding of auxiliary alpha/depth pictures, forwarding of the decoded data to the pose-correction engine.
2. Demuxing and forwarding of the SEI messages to the pose-correction engine.
This potential solution requires the device to decode the auxiliary channels and forward them to the XR runtime. This task is expected to be Those two operations are straightforward and light in terms of processing. A software update on top of an existing 4:2:0 decoder is expected to be sufficient to enable the feature with minimal complexity and power consumption overhead. To assess this impact, a complexity evaluation needs to be included in the evaluation.
6.6.3.2 Codec performance evaluation 
In this scenario, additional data is carried, through auxiliary pictures and SEI messages to drive the rendering and processing done in the device. As two solutions scenarios are possible, the performance should be evaluated as follows:
· Scenario Solution 4.1-A: a MV-HEVC bitstream + alpha/depth channel + SEI messages
· Scenario Solution 4.1-B: multiple HEVC bitstreams + SEI messages
For the two scenarios, the performance is measured in terms of BD-RATE overhead, compared to the legacy single-layer approach. This performance measurement needs to be included in the evaluation.
Editor’s NOTE: MeCAR is in the process to define a simple format for this purpose. The usage of MV-HEVC with auxiliary pictures should be evaluated against this reference as well.
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