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Start of Change 1
· [bookmark: _Toc142989047]5	Use Cases
· 5.6 	UC6: Avatars as Social Reaction Cues
	TR22.856 Reference Use Case(s)

	5.12: Use Cases on Virtual humans in the metaverse

	Description:

	In the social network, people often react to other people's stories with visual responses. Their reactions can be text, similes, GIFs, or avatars.
In this use case, a user can generate a reaction by picking a basic avatar. The avatar may have a voice with it. The user may choose to include his/her voice reaction. His/her AR glasses capture his/her facial and body expression and animates the avatar accordingly with his/her voice added. Alternatively, the user can choose one of the prerecorded voices that comes with the avatar and the avatar animation matches his/her facial/body language with the prerecorded voice. The main characteristics of avatar ques are:
1. They are short, simple to render, and not bandwidth intensive.
2. They are authored in real-time and simple to edit.
A potential user experience is described as a user story:
Penny sees her friend’s pictures from a trip on a social network. She taps on the avatar recording and says “Amazing!”.  Her AR glasses capture her facial expression. Then she selects an avatar and plays back her reaction with the avatar that has her facial expression. Then she posts her reaction in the comment section of her friend’s post. 
Sheldon sees the same post. He taps on the avatar recording and says “That’s nice!”. He selects an avatar that plays with Daddy Pig’s “That’s nice” voice tailored to his facial expression. He stored this cue for the future and posted it under the photo.

	Categorization

	

	Preconditions

	· 

	Potential Requirements

	
· Interoperable format for user digital representation (avatar) and animation data (for the avatar). 
· Synchronization of avatar representation with audio.
· Lightweight avatar messages in terms of bandwidth and storage consumption


	Feasibility

	



· 5.7 	UC7: Avatar for virtual classroom
	TR22.856 Reference Use Case(s)

	5.3 collaborative and concurrent engineering in product design using Metaverse services


	Description:

	Avatars for the classroom are like the avatars in multiparty conferencing. The difference is the following:
1. Each student can not hide the avatar facial and body expression of himself/herself from the teacher, i.e. the teacher can look at one student’s avatar and know if s/he is paying attention to the class or doing something else, or taking a nap for instance
2. Each student can tailor his/her avatar's facial and body expression for other students, i.e. s/he can hide or simplify their avatars and their animation from the other students, e.g. if a student dozes off, s/he doesn’t want others to notice.
A potential user experience is described as a user story:
Milhouse is attending his 4th-grade class. Ms. Flanders sees Milhouse’s and all other student avatars. When Milhouse starts dozing off, Ms. Flanders sends a private message to Milhouse but the other students in the class do not notice.


	Categorization

	

	Preconditions

	· 

	Potential Requirements

	In addition to the relevant requirements of Use Case 1: 
· Delivering secure avatar expressions end-to-end for certain audience 
· Filtering certain avatar expressions and/or replacing them at the network for other audience 



	Feasibility

	



· 5.8 UC8: Teenage avatars
	TR22.856 Reference Use Case(s)

	5.3 collaborative and concurrent engineering in product design using Metaverse services


	Description:

	Teenage avatars are similar to avatars in other cases with one difference. Teenagers are sensitive to their appearance and may not like some of their own facial and body language expression habits. When using avatars, a teenager can decide to filter out one or more facial or body language expressions and optionally replace them with another expression.
A potential user experience is described as a user story:
Phoebe likes virtual gatherings with her friends in the metaverse. But she is too conscious about moving her head frequently when she talks. For the metaverse, she picks an avatar, uses her AR glasses to capture her facial expressions, and adds them to the avatar, but sets out a filter for reducing her excessive head movements.

	Categorization

	

	Preconditions

	· 

	Potential Requirements

	In addition to the relevant requirements of Use Case 1: 
· The captured face and body expressions need to be translated to semantic motions that can be filtered or replaced.



	Feasibility

	





UC2: Multi-party shared experiences
	TR22.856 Reference Use Case(s)

	5.3 collaborative and concurrent engineering in product design using metaverse services


	Description:

	Avatars can inhabit virtual workspaces or environments, where team members can interact and collaborate on shared projects. Avatars represent team members within the virtual space, allowing for real-time communication, document sharing, and collaborative editing. This facilitates remote collaboration and enables teams to work together as if they were physically co-located.
In this use case, distributed virtual environments (DVEs) allow multiple users from different geographical locations to interact over a network. A DVE is a multi-user virtual reality space that actively support communication, collaboration, and coordination, in which participants are represented by graphical embodiments (avatars) that convey their identity, presence, location, and activities to others. The virtual space facilitates communication, shared exploration of 3D visualizations, and collaborative construction of new content. Users can communicate with each other, and they can interact with other users and with the virtual environment.
Examples of collaborative working scenarios where avatars may be utilized include, but not limited to:
1. Co-Creation and Design Collaboration: Avatars enable collaborative co-creation and design in virtual environments. Team members can use avatars to collectively work on projects, such as architectural designs, product prototypes, or 3D models. Avatars allow for real-time interaction with virtual objects, enabling users to manipulate and discuss designs collaboratively.
1. Training and Simulations: Avatars can be used for collaborative training and simulations. Team members can assume avatar identities within virtual training scenarios, engaging in collaborative learning experiences. Avatars can represent subject matter experts, trainers, or team members in role-playing exercises, enhancing collaboration and knowledge transfer within a simulated environment.
1. Classroom: A teacher and a group of students are participating in a virtual class room, all are represented with avatars. Each student can not hide the avatar facial and body expression of himself/herself from the teacher, i.e. the teacher can look at one student’s avatar and know if s/he is paying attention to the class or doing something else, or taking a nap for instance. Each student can tailor his/her avatar's facial and body expression for other students, i.e. s/he can hide or simplify their avatars and their animation from the other students, e.g. if a student dozes off, s/he doesn’t want others to notice.
1. Social gathering of teenage friends: Teenage avatars are similar to avatars in other cases with one difference. Teenagers are sensitive to their appearance and may not like some of their own facial and body language expression habits. When using avatars, a teenager can decide to filter out one or more facial or body language expressions and optionally replace them with another expression.

A potential user experience is described as a user story:
Sarah is working in the engineering office. She has just completed here latest design and wants to demonstrate it to Philippe who is working in the factory. She puts on her HMD and haptic gloves and logs in to her company's office in the metaverse using her credentials. After authentication, she is now in the virtual office space and she rings Philippe, whose video appears on a virtual display. Philippe can see Sarah's avatar on his phone's display. Sarah then asks him to join her in the virtual office to show him what she has been working on and get his feedback. Philippe puts on his HMD and gloves and joins her. Both Sarah and Philippe can now see each other's avatar in the virtual office, where the avatars are seated facing each other across a table. Sarah loads her design from the virtual panel in front of her and a 3D model of the design suddenly appears on the table. Philippe wants to take a closer look at the model, so he leans towards it and picks it up. He is now able to feel the surface of the model and inspect it from different angles and he identifies an issue with one of the parts. They need a third opinion, and they contact Layla from another department, who specializes in this particular function. Layla is only able to join the call her AR glasses and headphones, which are tethered to her phone. Layla joins their meeting, and her avatar appears to Sarah and Philippe in the virtual office. While she is unable to see the complete virtual office. The avatars of Sarah and Philippe, along with the 3D model of Sarah's deign, are overlayed on her glasses display. 



	Categorization

	

	Preconditions

	1. 

	Potential Requirements

	[
1. Generating and maintaining a shared digital virtual environment.
1. User identity management and data security.
1. Interoperable representation of avatars
1. The ability to access and load pre-generated digital representations.
1. Capturing and sending user pose and motion information uplink to the network.
1. Visual coding and transmission of avatars.
1. Transmission and potentially coding of motion (animation) data. 
1. Transmission and coding of sensory information to and from the user body
1. Synchronizing multiple data flows from multiple UEs associated with one user.
1. QoS requirements that need to be fulfilled in order for the users’ QoE to be satisfactory.
1. .Delivering secure avatar expressions end-to-end for a certain audience 
1. Capability for filtering certain avatar expressions and/or replacing them at the network for some audience
1. Support the capability of filtering or replacing a selected subset of face and body expressions when generating the avatar animation.


]


	Feasibility
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