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	1st Change


[bookmark: _Toc128059556][bookmark: _Toc143815940][bookmark: _Toc143866512][bookmark: _Toc128059558][bookmark: _Toc143815950][bookmark: _Toc143866522]6.2	AR/MR QoE reference model
According to the clause 4.1.2 of MeCAR PD, a defined The AR/MR QoE framework and the observation points defined in clause 5.1 of TS 26.119 [5] can be reused as baseline for the AR QoE reference model, which is illustrated in Figure 6.2-1. 
NOTE:	The observation points can also be used to identify the advanced AR/MR QoE metrics. 


[bookmark: _Ref119654658][bookmark: _Ref119654652]
Figure 6.2-1: AR/MR QoE reference model and Metrics Observation Points
It’s also noted that the above observation points may be further updated based on the agreements of the AR/MR QoE metrics identification and definition.
	END of 1st Change



	2nd Change


6.2.2	Observation Point 2
Scene Manager is a set of functions that supports the application in arranging the logical and spatial representation of a multisensorial scene based on support from the XR Runtime. XR Scene Manager has access to the latest pose and tracking information from the XR Runtime which is then provided. Based on this information, the Scene Manager may for example determine the objects visible to the user at a given point in time or more generally the objects that may be needed to be rendered in the next rendering cycles.
Media Access Function is a set of functions that enables access to media and other XR-related data that is needed in the Scene manager or XR Runtime to provide an XR experience. The media access function accesses the network resources or sends data to the network using the established media pipelines.
Observation point 2 is derived from the API which exchanges scene description information and primitive buffers formatsinformation between Scene Manager and Media Access Function. Scene description information may be generated from the application or in a scene description delivery document. The primitive buffers are defined via this API for different media types that can be rendered by the Visual and Audio renderer. The combination of the scene description information and the primitive buffers provide sufficient information to the presentation engine in order create an immersive audio-visual experience. OP2  and is defined to monitor:
Editor’s Note: Parameters to be monitored in OP2 are FFS, which can be aligned with MeCar WI TS 26.119. 
6.2.4	Observation Point 3
Observation point 3 is derived from the API which exchanges information between XR Source Management and Metrics Access Functions.  Information collected from XR Runtime may be serialized, time stamped, and compressed via this API, including: Viewer pose and projection parameters needed to render using the xrLocateViews function to render each view for use in a composition projection layer, camera and microphone output, etc. For XR metadata to be possibly delivered over a network interface, the raw formats including information on timing needs to be defined in order to permit serialization of the data in metadata delivery. Information includes viewer pose, triggers and actions, etc.
OP3 is defined to monitor:
-	Viewer pose
Editor’s Note: Additional parameters to be monitored in OP3 are FFS, which can be aligned with MeCar WI TS 26.119. 
[bookmark: _Toc128059559][bookmark: _Toc143815951][bookmark: _Toc143866523]6.2.3	Observation Point 34
Observation point 3 4 is derived from the API which exchanges information between Media Access Function and 5G System. The information delivered from this API includes: Scene Description, Audio and video formats for parallel decoding of multiple buffers, pose information, metadata, etc. This API is equivalent to the 3GPP VR Operation Point as defined in TS 26.118, which includes spatial and temporal resolutions, and the encoding format, etc.
and OP4 is defined to monitor:
-	Spatial and temporal resolutions
Editor’s Note: Additional pParameters to be monitored in OP3 OP4 are FFS, which can be aligned with MeCar WI TS 26.119. 
[bookmark: _Toc128059560][bookmark: _Toc143815952][bookmark: _Toc143866524]6.2.4	Observation Point 4
Observation point 4 is derived from the API which exchanges information between XR Source Management and Metrics Access Functions and is defined to monitor:
Editor’s Note: Parameters to be monitored in OP4 are FFS, which can be aligned with MeCar WI TS 26.119. 
	END of 2nd Change



	3rd Change


[bookmark: _Toc143815979][bookmark: _Toc143866551]7.1	General NWDAF based metrics configuration and collection
The Network Data Analytics Function (NWDAF) is a core network function performing
-	Inference, derives analytics information (i.e. derives statistics and/or predictions based on Analytics Consumer request) and analytics results exposure.
-	Training Machine Learning (ML) models and new training services (e.g. providing trained ML model) exposure.
The analytics information is either statistical information of the past events, or predictive information. The NWDAF can collect the service experience, e.g. subscribing to the DC-AF for the QoE metrics. Based on the collected QoE metrics, the NWDAF may provide the estimation of the service experience for a specific application, a specific network slice or a specific UE as defined in clause 6.4 of TS 23.288 [25]. The AR/MR QoE metrics in present document also can be used by NWDAF based metrics configuration and collection.  


	END of 3rd Change



image1.emf
Metrics Observation Points

Sensors Cameras

Eye Buffer

Display

Speakers

AR/MR Application

User Input

5G System

Media Access 

Functions

XR Runtime

Micro-

phones

MAF

API

Presentation 

Engine

(incl. Rendering)

Scene Description

Uplink compressed media

Downlink compressed media

Audio

Subsystem

Visual 

Composition

Visual

Renderer

Audio

Renderer

Video 

Codecs

Audio

Codecs

XR Source 

Management

XR 

Runtime

API

XR Media and Metadata (Pose, Sensor, etc.)

Metadata

Codecs

Scene 

Manager

Primitives Buffers

Runtime

Functions 

(Tracking, 

SLAM, et.)

OP-3

OP-2

OP-4

OP-1


Microsoft_Visio_Drawing.vsdx
Metrics Observation Points
Sensors
Cameras
Eye Buffer Display
Speakers
AR/MR Application
User Input
5G System
Media Access Functions
XR Runtime
Micro- phones
MAF
API
Presentation Engine
(incl. Rendering)
Scene Description
Uplink compressed media


Downlink compressed media


Audio Subsystem
Visual  Composition
Visual
Renderer
Audio
Renderer
Video Codecs
Audio
Codecs
XR Source Management
XR RuntimeAPI
XR Media and Metadata (Pose, Sensor, etc.)



Metadata Codecs

Scene Manager
Primitives Buffers


Runtime Functions (Tracking, SLAM, et.)
OP-3
OP-2
OP-4
OP-1



image2.emf
XR Baseline Client

User input

Media Access Function

XR Runtime

Cameras

Sensor

Displays

Presentation 

Engine

Composition

Runtime 

functions 

(tracking, 

SLAM)

Visual Renderer 

Audio Renderer 

Audio 

Subsystem

Speakers

Scene 

Manager

Video Codecs

Audio Codecs

Metadata Formats

XR Source 

Management

XR Application

Actuators

IF-1a

IF-3

IF-9

IF-8

Content Delivery Protocols

Media Session 

Handler

IF-5

IF-6 IF-2

IF-7

Metrics collection & 

reporting 

5G System (Uu)

Microphones

API

-

1

API-2

API-7

API-6

IF-10

IF-1b

IF-1c

IF-4

API-6

IF-7

IF-6

OP-2

OP-3

OP-4

OP-1


Microsoft_Visio_Drawing1.vsdx
XR Baseline Client
User input

Media Access Function
XR Runtime
Cameras
Sensor
Displays
Presentation Engine
Composition
Runtime functions (tracking, SLAM)
Visual Renderer 
Audio Renderer 
Audio Subsystem
Speakers
Scene Manager
Video Codecs
Audio Codecs
Metadata Formats
XR Source Management
XR Application
Actuators
IF-1a
IF-3
IF-9
IF-8
Content Delivery Protocols
Media Session Handler
IF-5
IF-6
IF-2
IF-7
Metrics collection & reporting
5G System (Uu)
Microphones
API-1
API-2
API-7
API-6
IF-10
IF-1b
IF-1c
IF-4
API-6
IF-7
IF-6
OP-2
OP-3
OP-4
OP-1



