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[bookmark: _Toc143851272]2	Proposed Scenario and evaluation framework
In order to evaluate the performance and justify potential benefits a qualitative and quantitative analysis on what would be the costs and benefits would be needed. 
	#
	Parameter
	Definition

	1
	Scenario name
	Film Grain Synthesis Scenario

	2
	Motivation for the scenario
	Study, test and analyze effect of film grain synthesis applied to varied test scenarios encoded with H.265/HEVC, in order to ascertain whether there is benefit in (1) preservation of artistic intent and/or (2) masking artifacts / saving bitrate while maintaining visual acuity, etc.	Comment by Alexis Tourapis: This should be about “preservation of artistic intent” not just artistic intent.

	3
	Description of the scenario
	Film grain can be unavoidably lost by conventional video compression workflow shown in Figure 1. The high frequency grain in the source content () is either completely or partially lost due to quantization in adaptive streaming or broadcast applications, the resulting decoded output  is void of the artistic effect of grain intented in source. Even if grain is partially preserved at high bitrates, overall coding efficiency is poor as the grain is not spatially or temporally predictable and significant number of bits are used in coding the high frequency components of the noisy grain.
In case of Film Grain Preservation Workflow as per Figure 2, the source video () is input to a denoising process that outputs a video sequence from which noise or film grain is attenuated or removed. A film grain parameterization process then compares the source and denoised videos to determine film grain model parameter values, which relate to the variance, spatial frequency characteristics, colour correlation, and other statistical characteristics of the film grain. The process of denoising followed by the film grain model parameter estimation is commonly referred to as the film grain analysis process. After these processes are performed, the denoised video is then encoded and the film grain model parameter values are either signalled in the coded bitstream () or provided to the decoder by some external means.
On the decoder side, the film grain model parameter values are parsed and input to a film grain synthesis process that generates simulated film grain and blends the grain with the decoded video () to output decoded video with simulated film grain ().


	4
	Supporting companies and 3GPP members
	

	5
	Source format properties
a. Spatial resolutions
b. Chroma Format
c. Chroma Subsampling
d. Aspect ratios
e. Frame rates
f. Colour space formats
g. Transfer Characteristics
h. Bit depth
i. Other signal properties
	
1920x1080, 3840,2160
YUV
420P
16: 9
24, 29.97, 30 ,59.94 ,60
ITU-R BT.709 or BT.2020	Comment by Alexis Tourapis: The colour space is ITU-R BT.709 or BT.2020. Not BT709/BT2020.
BT.709, PQ	Comment by Alexis Tourapis: This is incorrect since it seems to suggest the use of PQ always for even SDR material. Also, why is HDR of importance here given that there are not that many content around?
8, 10

	6
	Encoding and decoding constraints and settings: Typical encoding constraints and settings such as
a. Relevant Codec and Codec Profile/Levels according to TS26.116 and TS26.511.
b. Random access frequency
c. Error resiliency requirements
d. Bitrates and quality requirements
e. Bitrate parameters (CBR, VBR, CAE, HRD parameters)
f. ABR encoding requirements (switching frequency, etc.)
g. Latency requirements and specific encoding settings
h. Encoding context: real-time encoding, on device encoding, cloud-based encoding, offline encoding, etc.
i. Required decoding capabilities
	



HEVC/H.265
Main Profile & Main10 Profile, Level 5.3	Comment by Alexis Tourapis: Problematic since you are specifying 10 bit and 4K material. 
Detailed config parameters embedded in cfg file below



	7
	Performance Metrics and Requirements
a. A clear definition on how the performance needs to be evaluated including metrics, etc addressing the main KPIs of the scenario. 
b. Objective measures such as PSNR, VMAF, etc, may be used.
c. Subjective evaluation is not excluded and may be done, but needs commitment
	
Subjective Metrics
1. MOS (pairwise method with hidden reference)
2. Relative Grading (A v/s B method)
3. (to be added) JND (Just Noticeable Difference) subjective tests

Based on the tests conducted following metrics are suitable for assessment of FGS
BRISQUE
MOS (Subjective)


	8
	Interoperability Considerations for the application
a. Streaming with DASH/HLS/CMAF
b. RTP based delivery
	The following media formats have been tested and validated for FGS interoperability.	Comment by Alexis Tourapis: Irrelevant
1. MP4
2. MPEG-DASH
3. HLS


	9
	Test Sequences
a. A set of selected test sequences that are provided by the proponents in order to do the evaluation. They should cover a set of source format properties
	Preserving Artistic Intent
Scenario FHD
1. BQTerrace
2. OldTownCross
3. InToTree
Scenario 4K-TV	Comment by Lee, Brian: Removed Netflix DinnerScene sequence due to copyright issue.
1. Crowdrun
2. Meridian (from existing 3GPP dataset)	Comment by Alexis Tourapis: Are these the updated versions with the proper copyrights?



	10
	Detailed test conditions:
a. Provides a proposal for detailed test conditions, for example based on a reference software together with the sequences and configuration parameters.
	Following denoiser, HEVC software codecs with film grain analysis and synthesis support are used to assess grain characterization: 
· Denoiser: ffmpeg ‘nlmeans’ filter is used to denoise source contentas pre-processing step before encoding. 
Sample Commnad
./ffmpeg -f rawvideo -pix_fmt yuv420p     -s:v 1920x1080 -I ../InToTree_1080p50.yuv -vf nlmeans=3.5:5:3:9:7  InToTree_nlmeans_3.5_5_3_9_7.yuv;
· Film grain analysis algorithm: Frequency filtering analysis algorithm in HM-18.0 reference encoder is used to model the grain parameters to be inserted in FGC SEI 	Comment by Alexis Tourapis: Should we be agnostic to the technology that can be used for film grain signaling and modeling? To our knowledge, there is little if any deployment of this particular model. So why use this?	Comment by Lee, Brian [2]: Frequency filter analysis is readily available in VFGS and HM codecs.
· Film grain synthesis algorithm: SMPTE RDD5 based Frequency filtering grain synhthesis algorithm in HM-18.0 reference decoder is used for blending grain with decoded video to output grainynthesizedd video  
· Browser player with FGS support: For Subjective evaluation, Ittiam HEVC FGS web browser player is used as it supports SMPTE RDD5 based frequency film grain synthesis using the FGC SEI messages embedded in HEVC bitstream. 	Comment by Alexis Tourapis: Since we are dealing with yuv files, the noise could be ingested on-top of the content and a new output should be generated. Obviously that is needed for any “metrics” and for consistent subjective tests. Therefore, this is irrelevant.	Comment by Lee, Brian [2]: Agreed. This browser based tool is available in case anyone wants to test FG contents on a computer, mobile, tablet (Windows or Android). 
· 
https://demo.ittiam.com/demo/i265_fgs/

	11
	External Performance data
	

	12
	Additional Information
	


An independent scenario for FGS may be defined.

[bookmark: _Toc143851274][bookmark: _Hlk145328944]4	Communication with JVET
It is agreed to send an LS to JVET informing them of our intent to evaluate the impact of FGS on our 3GPP scenarios listed in this study. 
This LS is intended to request information on their ongoing activity with AG5 on similar evaluation in order to see if they can meet our timeline.
This clause is a placeholder for information we want to share with JVET and our requests.
· Inform JVET on the study item on Film Grain Synthesis (list the objectives or point to/attach the SID)
· Inform JVET on our timeline justified by the intent to meet release18 for normative work.
· Explain to JVET the type of evaluations that we will conduct in SA4
· Ask JVET if they have similar activities planned/ongoing/done and see if they can share results (or by when).
An LS is expected to be sent before the next JVET meeting (11th October 2023).
Update: The LS has been sent (S4-231587) to MPEG/JVET (m65645) and a response statement is generated from the October MPEG/JVET meeting (S4-231648, 3GPP SA4 #126). 



ANNEX: FGS Testing Methodology and Results

FGS workflow for preserving artistic intent.

Film grain can be unavoidably lost by conventional video compression workflows that are shown in Figure 1. The high frequency grain in the source content () is either completely or partially lost due to quantization in adaptive streaming or broadcast applications, the resulting decoded output  is void of the artistic effect of grain intented in source. Even if grain is partially preserved at high bitrates, overall coding efficiency is poor as grain is not spatially or temporally predictable and significant number of bits are used in coding the high frequency components of the noisy grain.

[bookmark: _Ref143777092]
Figure 1 HEVC workflow without film grain 
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Following notations are used for the film grain preservation workflow depicted in Figure 2:
·  is source video (uncompressed)
· is denoised source video.
· is compressed bitstream of denoised video.
·  is the decoded denoised video.
 is the grain synthesized video, using the FGC SEI parameters.





[bookmark: _Ref143772124]Figure 2 HEVC film grain modeling and synthesis workflow
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Quality Evaluation Methods for FGS

The benefits of grain characterization and synthesis to preserve artistic intent are assessed using subjective visual verifications test scores of 11 to 14 viewers.  	Comment by Alexis Tourapis: preserve artefacts?

  





· 
· 
· 

Subjective Performance Evaluation Methods	Comment by Alexis Tourapis: We should let MPEG provide a recommendation here.	Comment by Lee, Brian [2]: JVET used 2 subjective tests - MOS scoring and A-B preference. 
· MOS Scoring Method
· ITU-T_REC-P190 based subjective performance evaluation method (pair-wise testing with hidden reference). This method is a category judgement where the test sequences are presented one at a time and are rated independently on a category scale (1 to 10). The present test procedure must include a reference version of each test sequence shown as any other test stimulus.
	Test Site
	On-site 

	Display, size, connection 
(resolution setting)
	Samsung 65” S95B, HDMI (3840×2160)

	Viewing distance
	2 viewers sitting at 1.5H, 1 views standing at 1.6H

	Viewing angle
	±75°, 90° (at screen center)

	Total number of viewers
	14 (5 female, 9 male)



· A-B Preference Method
· The test sequences were evaluated using a 5-score scale, the 5 scores (A>>B, A>B, A==B, A<B, A<<B) were mapped to the values (3, 1, 0, -1, -3) and the random A-B assignment was reverted. In the comparison of the compressed sequences with and without FGS, positive numbers indicate the FGS version to be scored higher. 
	Test Site
	On-site 

	Display, size, connection 
(resolution setting)
	Samsung 65” S95B, HDMI (3840×2160)

	Viewing distance
	2 viewers sitting at 1.5H, 1 views standing at 1.6H

	Viewing angle
	±75°, 90° (at screen center)

	Total number of viewers
	11 (3 female, 8 male)







	Comment by Alexis Tourapis: The results do not agree with the subjective results below. So the metric seems problematic. Also, the authors should have provided the results without any grain added.	Comment by Lee, Brian [2]: BRISQUE results show correlation with subjective scores, although the difference in scores are much higher compared to subjective ratings.

	 
	Workflow without film grain()
	 
	Workflow with film grain
FGS Enabled () 

	Test cases
	Bitrate (kbps)
	BRISQUE
	100-BRISQUE
	
	Bitrate (kbps)
	BRISQUE
	100-BRISQUE

	1080p - FHD
	
	1080p- FHD

	BQTerrace
	23025.30 
	28.32 
	71.68 
	
	20413.93 
	22.53 
	77.47 

	(w 1920; h 1080)
	5122.25 
	28.46 
	71.54 
	
	4920.86 
	23.65 
	76.35 

	 
	2403.07 
	33.39 
	66.61 
	
	2363.37 
	23.80 
	76.20 

	 
	1250.40 
	35.56 
	64.44 
	
	1240.97 
	24.24 
	75.76 

	IntoTree
	16921.17 
	26.85 
	73.15 
	
	16464.98 
	29.03 
	70.97 

	(w 1920; h 1080)
	5262.74 
	30.82 
	69.18 
	
	5712.38 
	31.78 
	68.22 

	 
	2283.50 
	35.65 
	64.35 
	
	2162.57 
	32.00 
	68.00 

	 
	968.34 
	37.79 
	62.21 
	
	939.71 
	34.00 
	66.00 

	OldTown
	7926.75 
	24.53 
	75.47 
	
	8529.97 
	13.29 
	86.71 

	(w 1920; h 1080)
	2624.74 
	28.67 
	71.33 
	
	2785.76 
	13.84 
	86.16 

	 
	1425.31 
	31.11 
	68.89 
	
	1391.85 
	15.98 
	84.02 

	 
	793.19 
	37.06 
	62.94 
	
	783.15 
	19.44 
	80.56 


	Comment by Alexis Tourapis: Results not in proper order at times.	Comment by Jay N. Shingala: Order has been corrected.







Scenario FHD Test Results (Subjective)








Scenario 4K-TV Test Results (Objective)





		Comment by Alexis Tourapis: Results not in agreement with subjective scores and therefore unreliable.	Comment by Alexis Tourapis: This is especially true for Meridian where this suggests that there is an improvement, while the subjective scores seem to point otherwise. 	Comment by Lee, Brian [2]: Yes that is right.  However for other content (CrowdRun, DinnerScene, BQTerrace, OldTownCross, IntoTree) there seems to be correlation with subjective scores. 
	

	
	


	
	
	
	
	
	
	
	

	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
















Scenario 4K-TV Test Results (Subjective)




	Comment by Alexis Tourapis: Subjective score seems to suggest that FGS is bad for this one.	Comment by Lee, Brian [2]: This could be due to nlmeans denoising parameters not being optimal for Meridian.


FGS workflow for masking coding artifacts
The classical use case of film grain technology is to be used in an encoder to remove the original film grain from the source video to reduce bitrate for distribution. The film grain model parameters of the original film grain are coded as parameters in the bitstream. The receiver can use the film grain parameters to re-synthesize the film grain to help preserve the original look of the video. Film grain technology can also be used with video sources that do not have original film grain. In this case, it can be used as a compression aid to improve the subjective quality by subtly masking artifacts such as blockiness, banding and blurred textures at low bitrates.
Figure 3 HEVC workflow for film grain estimation for masking coding artifacts 
	Comment by Alexis Tourapis: Diagram likely needs x as input to the film grain estimation block.	Comment by Lee, Brian [2]: Fixed the error.  For this use case, the reconstructed video is used to estimate optimal film grain parameters to mask the coding artefacts.HEVC Encoder
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VideoStream
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FGC SEI Inserter







Following notations are used for the film grain estimation for masking coding artifacts workflow depicted in 3:
·  is source video (uncompressed)
· is compressed bitstream with FGC SEI message inserted.
·  is the decoded video.
 is the grain synthesized video, using the FGC SEI parameters.












	Comment by Alexis Tourapis: There are several sequences where the BRISQUE metric disagrees with the DMOS scores below. So this seems useless.	Comment by Lee, Brian [2]: Gaming content (e.g. Cosmos, Project-CARS) do not seem to be suitable for film grain.  For other natural scene content except Meridian, the BRISQUE scores seem to show correlation with DMOS results. 
Subjective Test Results A|B Method with DMOS



Just Noticeable Difference (JND) Subjective Test Method
In experimental psychology, the term Just Noticeable Difference (JND) means the amount of something that must be changed in order for a difference to be noticeable, such that it may be detected at least 50% of the time.  This is applied in various sensation and perception studies.  In the context of the film grain, this JND method may be used for either to test for artistic intent or for masking visual artifacts. 
The JND objective test measures these two things depending on the use case via side by side comparison: 
1. Preservation of artistic intent: measure the difference between the clean reference and the reference video with added FGS, 
2. Applying film grain to mask coding artifacts: find the highest compression level, adjusted by QP, at which point the coding artifacts become noticeable with and without added FGS. 
 
	
	Without film grain synthesis
	With film grain synthesis

	Reference
	true lossless quantization
	true lossless quantization with film grain synthesis

	Test
	compressed at various QPs in [18, 42]
	compressed at various QPs in [18, 42] with film grain synthesis


a. If the video file size is not limited, just use the original reference video. If the video size needs to be small, use QP=4 for the reference video. 
b. Keep the QP the same between the video with / without FGS applied. 
The steps of this JND test method is as follows: 
1. Initial stimulus: set at lowest quality.  Initial ΔQP set at 8. 
2. When a subject provides a correct response (i.e., there is difference between the two videos or the reference video looks better than the test video), the QP value is decreased by ΔQP. 
3. When a subject makes an incorrect response (i.e., no difference between the two videos or the test video looks better than the reference video), the QP value is increased by ΔQP. 
4. How we determine the value of ΔQP:
a. The initial ΔQP is set to 8. 
b. Keep the previous ΔQP when the same response follows an earlier response.  That is, an incorrect response after earlier incorrect response, or a correct response after a previous correct response occurs. 
c. ΔQP is reduced to half of the previous ΔQP, when an incorrect response occurs after a correct response or vice versa. 
d. The chart below illustrates an example of adaptive QP adjustment according to a subject’s response.  
[image: A graph with numbers and lines

Description automatically generated]
e. This process stops when it reaches either of the stopping conditions below: 
i. 4 times of upward and downward pattern then arrive at QP=1 step size, 
ii. When the number of responses reach the maximum trial number of responses. (This maximum number is TBD)
f. The JND threshold value is determined as the last correct response.  For example in the chart above the JND threashold value corresponds to the last point in the chart.  
g. Prior to the above test, a training session is needed; the best set of examples showing significant difference and no difference using all test sequences will be presented to the test subject. 
i. 2 different types of comparison
1. Both the reference and the test are FG-free.  The other set is for the reference and the text material both to have FGS added. 
2. There is no direct side by side comparison between the clean (no FG) and the video with FG. 
3. The order of the test videos is randomized.  The playback time for each sample video is 10 seconds. 
BQTerrace FGS v/s no_FGS

FGA Disabled	0.82654394457284219	0.8540334855577677	0.32832307006332112	0.82654394457284219	0.8540334855577677	0.32832307006332112	23025.302	5122.2520000000004	2403.0659999999998	7.7142857142857144	7.3571428571428568	5.9285714285714288	FGA_Enabled	0.32832307006332112	0.32618413478584268	0.5549672791790895	0.32832307006332112	0.32618413478584268	0.5549672791790895	20413.932000000001	4920.8590000000004	2363.37	7.5	7.4285714285714288	7.1428571428571432	Bitrate (kbps)


Average MOS




OldTownCross FGS v/s no_FGS

FGA Disabled	0.75945954633808166	0.84414087204456711	0.92030911798072701	0.86704807897313296	0.75945954633808166	0.84414087204456711	0.92030911798072701	0.86704807897313296	7926.7489999999998	2624.7420000000002	1425.307	793.18499999999995	7.4285714285714288	7.2142857142857144	6.3571428571428568	5.2142857142857144	FGA_Enabled	0.57479375236382979	0.51844972906213715	0.54091519382567665	0.69092869059486461	0.57479375236382979	0.51844972906213715	0.54091519382567665	0.69092869059486461	8529.9709999999995	2785.7550000000001	1391.8530000000001	783.14599999999996	8.2857142857142865	7.8571428571428568	6.9285714285714288	6.2142857142857144	Bitrate (kbps)


Average MOS




InToTree FGS v/s no_FGS

FGA Disabled	0.64481370898519674	0.85074872921132672	0.76679749016449572	0.83329135403444499	0.64481370898519674	0.85074872921132672	0.76679749016449572	0.83329135403444499	16921.165000000001	5262.7439999999997	2283.502	968.34100000000001	8.3571428571428577	7.0714285714285712	6	4.5714285714285712	FGA_Enabled	0.26980979335526983	0.23957856862090435	0.57479375236382979	0.62159938847228391	0.26980979335526983	0.23957856862090435	0.57479375236382979	0.62159938847228391	16464.98	5712.3779999999997	2162.5659999999998	939.70500000000004	8.1428571428571423	7.9285714285714288	6.7142857142857144	5.1428571428571432	Bitrate (kbps)


Average MOS




CrowdRun- 4K FGS v/s no_FGS

FGA Disabled	0.84724472197705114	0.66931572216780155	0.8399845648028802	0.84724472197705114	0.66931572216780155	0.8399845648028802	19303.381000000001	9905.625	6654.9539999999997	6.9285714285714288	6.2857142857142856	5	FGA_Enabled	0.63936294586577946	0.46129402724507246	0.83329135403444499	0.63936294586577946	0.46129402724507246	0.83329135403444499	18844.347000000002	9763.1710000000003	6572.866	8.2857142857142865	7.2857142857142856	5.5714285714285712	Bitrate (kbps)


Average MOS




Dinner Scene - 4K FGS v/s no_FGS

FGA Disabled	0.73850680545509295	0.7721432827313629	0.83536288150391469	0.79803233453169597	0.73850680545509295	0.7721432827313629	0.83536288150391469	0.79803233453169597	39638.991000000002	21557.398000000001	9692.0589999999993	4948.8249999999998	8.4285714285714288	7.5714285714285712	6.5714285714285712	6	FGA_Enabled	0.93848694945841804	0.71756848682566821	0.90541825554124578	0.69842987814906465	0.93848694945841804	0.71756848682566821	0.90541825554124578	0.69842987814906465	42483.148000000001	21190.75	8956.27	3822.5830000000001	8.5714285714285712	8	7.5	6.7142857142857144	Bitrate (kbps)


Average MOS




Meridian - 4K  FGS v/s no_FGS

FGA Disabled	0.46881971195871863	0.47327768589962371	0.64481370898519674	0.46881971195871863	0.46881971195871863	0.47327768589962371	0.64481370898519674	0.46881971195871863	41183.949999999997	18528.066999999999	9664.4509999999991	5292.2709999999997	7.3571428571428568	6.5714285714285712	6.3571428571428568	5.6428571428571432	FGA_Enabled	0.75205000772921982	0.81029369358494729	0.95831427448361728	0.78573361291769772	0.75205000772921982	0.81029369358494729	0.95831427448361728	0.78573361291769772	43093.712	17889.124	10281.852000000001	6078.2190000000001	7.2857142857142856	6.5	6.2857142857142856	5.5	Bitrate (kbps)


Average MOS




Average BRISQUE  Scores

BRISQUE NO-FGS	Meridian	Elevator-FHD.yuv	Fountain-FHD.yuv	Project-CARS.yuv	Jianling-Beach	Vertical-Walking.yuv	Neon-4K.yuv	Cosmos.yuv	34.023000000000003	28.506	35.332821368948252	28.175999999999998	31.071999999999999	33.883000000000003	43.07	50.313000000000002	BRISQUE - FGS	Meridian	Elevator-FHD.yuv	Fountain-FHD.yuv	Project-CARS.yuv	Jianling-Beach	Vertical-Walking.yuv	Neon-4K.yuv	Cosmos.yuv	34.902000000000001	22.466000000000001	31.078816360600975	23.076000000000001	16.974	33.643999999999998	25.31	31.73	



DMOS Scores FGS v/s NO FGS

Meridian	0.70566768677901992	0.70566768677901992	Observation	Legend	Score	0.33333333333333331	Vertical-Walking	0.7243229124706636	0.7243229124706636	Observation	Legend	Score	0.16666666666666666	Cosmos	0.55787929035099804	0.55787929035099804	Observation	Legend	Score	-0.16666666666666666	Neon-4K	0.7243229124706636	0.7243229124706636	Observation	Legend	Score	0.16666666666666666	Project-CARS	0.55787929035099804	1	-0.16666666666666666	Fountain-FHD	0.7243229124706636	0.7243229124706636	0.83333333333333337	Jianling-Beach	0.67342821088875837	0.67342821088875837	0.5	Elevator-FHD	0.70566768677901992	0.70566768677901992	0.33333333333333331	
DMOS ----> (FGS is better)




image1.emf
encoder_randomac cess_main.cfg


encoder_randomaccess_main.cfg
#======== File I/O =====================
BitstreamFile                 : /home/ITTIAM/100802/mp06/HM_FGC/output_bitstreams_recon_all_frames/crowdRun_qp22.265
ReconFile                     : /home/ITTIAM/100802/mp06/HM_FGC/output_bitstreams_recon_all_frames/crowdRun_qp22.yuv

#======== Profile ================
Profile                       : main

#======== Unit definition ================
MaxCUWidth                    : 64          # Maximum coding unit width in pixel
MaxCUHeight                   : 64          # Maximum coding unit height in pixel
MaxPartitionDepth             : 4           # Maximum coding unit depth
QuadtreeTULog2MaxSize         : 5           # Log2 of maximum transform size for
                                            # quadtree-based TU coding (2...6)
QuadtreeTULog2MinSize         : 2           # Log2 of minimum transform size for
                                            # quadtree-based TU coding (2...6)
QuadtreeTUMaxDepthInter       : 3
QuadtreeTUMaxDepthIntra       : 3

#======== Coding Structure =============
IntraPeriod                   : 32          # Period of I-Frame ( -1 = only first)
DecodingRefreshType           : 1           # Random Accesss 0:none, 1:CRA, 2:IDR, 3:Recovery Point SEI
GOPSize                       : 16           # GOP Size (number of B slice = GOPSize-1)
ReWriteParamSetsFlag          : 1           # Write parameter sets with every IRAP

IntraQPOffset                 : -3
LambdaFromQpEnable            : 1           # see JCTVC-X0038 for suitable parameters for IntraQPOffset, QPoffset, QPOffsetModelOff, QPOffsetModelScale when enabled
#        Type POC QPoffset QPOffsetModelOff QPOffsetModelScale CbQPoffset CrQPoffset QPfactor tcOffsetDiv2 betaOffsetDiv2 temporal_id #ref_pics_active #ref_pics reference pictures     predict deltaRPS #ref_idcs reference idcs
Frame1:  B   16   1        0.0                      0.0            0          0          1.0      0            0              0           2                2        -16 -32                    0
Frame2:  B    8   1       -4.8848                   0.2061         0          0          1.0      0            0              1           2                3         -8 -24   8                1      8    3    1 1 1
Frame3:  B    4   4       -5.7476                   0.2286         0          0          1.0      0            0              2           2                4         -4 -20   4  12            1      4    4    1 1 1 1
Frame4:  B    2   5       -5.90                     0.2333         0          0          1.0      0            0              3           2                5         -2 -18   2   6  14        1      2    5    1 1 1 1 1
Frame5:  B    1   6       -7.1444                   0.3            0          0          1.0      0            0              4           2                5         -1   1   3   7  15        1      1    6    1 0 1 1 1 1
Frame6:  B    3   6       -7.1444                   0.3            0          0          1.0      0            0              4           2                5         -1  -3   1   5  13        1     -2    6    1 1 1 1 1 0
Frame7:  B    6   5       -5.90                     0.2333         0          0          1.0      0            0              3           2                4         -2  -6   2  10            1     -3    6    0 1 1 1 1 0
Frame8:  B    5   6       -7.1444                   0.3            0          0          1.0      0            0              4           2                5         -1  -5   1   3  11        1      1    5    1 1 1 1 1
Frame9:  B    7   6       -7.1444                   0.3            0          0          1.0      0            0              4           2                4         -1  -7   1   9            1     -2    6    0 1 1 1 1 0
Frame10: B   12   4       -5.7476                   0.2286         0          0          1.0      0            0              2           2                3         -4 -12   4                1     -5    5    0 1 1 1 0
Frame11: B   10   5       -5.90                     0.2333         0          0          1.0      0            0              3           2                4         -2 -10   2   6            1      2    4    1 1 1 1
Frame12: B    9   6       -7.1444                   0.3            0          0          1.0      0            0              4           2                5         -1  -9   1   3   7        1      1    5    1 1 1 1 1
Frame13: B   11   6       -7.1444                   0.3            0          0          1.0      0            0              4           2                4         -1 -11   1   5            1     -2    6    0 1 1 1 1 0
Frame14: B   14   5       -5.90                     0.2333         0          0          1.0      0            0              3           2                3         -2 -14   2                1     -3    5    0 1 1 1 0
Frame15: B   13   6       -7.1444                   0.3            0          0          1.0      0            0              4           2                4         -1 -13   1   3            1      1    4    1 1 1 1
Frame16: B   15   6       -7.1444                   0.3            0          0          1.0      0            0              4           2                4         -1  -3 -15   1            1     -2    5    1 1 1 1 0

#=========== Motion Search =============
FastSearch                    : 1           # 0:Full search  1:TZ search
SearchRange                   : 384         # (0: Search range is a Full frame)
ASR                           : 1           # Adaptive motion search range
MinSearchWindow               : 96          # Minimum motion search window size for the adaptive window ME
BipredSearchRange             : 4           # Search range for bi-prediction refinement
HadamardME                    : 1           # Use of hadamard measure for fractional ME
FEN                           : 1           # Fast encoder decision
FDM                           : 1           # Fast Decision for Merge RD cost

#======== Quantization =============
QP                            : 22          # Quantization parameter(0-51)
MaxDeltaQP                    : 0           # CU-based multi-QP optimization
MaxCuDQPDepth                 : 0           # Max depth of a minimum CuDQP for sub-LCU-level delta QP
DeltaQpRD                     : 0           # Slice-based multi-QP optimization
RDOQ                          : 1           # RDOQ
RDOQTS                        : 1           # RDOQ for transform skip
SliceChromaQPOffsetPeriodicity: 0           # Used in conjunction with Slice Cb/Cr QpOffsetIntraOrPeriodic. Use 0 (default) to disable periodic nature.
SliceCbQpOffsetIntraOrPeriodic: 0           # Chroma Cb QP Offset at slice level for I slice or for periodic inter slices as defined by SliceChromaQPOffsetPeriodicity. Replaces offset in the GOP table.
SliceCrQpOffsetIntraOrPeriodic: 0           # Chroma Cr QP Offset at slice level for I slice or for periodic inter slices as defined by SliceChromaQPOffsetPeriodicity. Replaces offset in the GOP table.

#=========== Deblock Filter ============
LoopFilterOffsetInPPS         : 1           # Dbl params: 0=varying params in SliceHeader, param = base_param + GOP_offset_param; 1 (default) =constant params in PPS, param = base_param)
LoopFilterDisable             : 0           # Disable deblocking filter (0=Filter, 1=No Filter)
LoopFilterBetaOffset_div2     : 0           # base_param: -6 ~ 6
LoopFilterTcOffset_div2       : 0           # base_param: -6 ~ 6
DeblockingFilterMetric        : 0           # blockiness metric (automatically configures deblocking parameters in bitstream). Applies slice-level loop filter offsets (LoopFilterOffsetInPPS and LoopFilterDisable must be 0)

#=========== Misc. ============
InternalBitDepth              : 8           # codec operating bit-depth

#=========== Coding Tools =================
SAO                           : 1           # Sample adaptive offset  (0: OFF, 1: ON)
AMP                           : 1           # Asymmetric motion partitions (0: OFF, 1: ON)
TransformSkip                 : 1           # Transform skipping (0: OFF, 1: ON)
TransformSkipFast             : 1           # Fast Transform skipping (0: OFF, 1: ON)
SAOLcuBoundary                : 0           # SAOLcuBoundary using non-deblocked pixels (0: OFF, 1: ON)

#=========== TemporalFilter =================
TemporalFilter                : 1           # Enable/disable GOP Based Temporal Filter
TemporalFilterPastRefs        : 4           # Number of past references for temporal prefilter
TemporalFilterFutureRefs      : 4           # Number of future references for temporal prefilter
TemporalFilterStrengthFrame8  : 0.95        # Enable filter at every 8th frame with given strength
TemporalFilterStrengthFrame16 : 1.5         # Enable filter at every 16th frame with given strength, longer intervals has higher priority

#============ Slices ================
SliceMode                : 0                # 0: Disable all slice options.
                                            # 1: Enforce maximum number of LCU in an slice,
                                            # 2: Enforce maximum number of bytes in an 'slice'
                                            # 3: Enforce maximum number of tiles in a slice
SliceArgument            : 1500             # Argument for 'SliceMode'.
                                            # If SliceMode==1 it represents max. SliceGranularity-sized blocks per slice.
                                            # If SliceMode==2 it represents max. bytes per slice.
                                            # If SliceMode==3 it represents max. tiles per slice.

LFCrossSliceBoundaryFlag : 1                # In-loop filtering, including ALF and DB, is across or not across slice boundary.
                                            # 0:not across, 1: across

#============ PCM ================
PCMEnabledFlag                      : 0                # 0: No PCM mode
PCMLog2MaxSize                      : 5                # Log2 of maximum PCM block size.
PCMLog2MinSize                      : 3                # Log2 of minimum PCM block size.
PCMInputBitDepthFlag                : 1                # 0: PCM bit-depth is internal bit-depth. 1: PCM bit-depth is input bit-depth.
PCMFilterDisableFlag                : 0                # 0: Enable loop filtering on I_PCM samples. 1: Disable loop filtering on I_PCM samples.

#============ Tiles ================
TileUniformSpacing                  : 0                # 0: the column boundaries are indicated by TileColumnWidth array, the row boundaries are indicated by TileRowHeight array
                                                       # 1: the column and row boundaries are distributed uniformly
NumTileColumnsMinus1                : 0                # Number of tile columns in a picture minus 1
TileColumnWidthArray                : 2 3              # Array containing tile column width values in units of CTU (from left to right in picture)   
NumTileRowsMinus1                   : 0                # Number of tile rows in a picture minus 1
TileRowHeightArray                  : 2                # Array containing tile row height values in units of CTU (from top to bottom in picture)

LFCrossTileBoundaryFlag             : 1                # In-loop filtering is across or not across tile boundary.
                                                       # 0:not across, 1: across 

#============ WaveFront ================
WaveFrontSynchro                    : 0                # 0:  No WaveFront synchronisation (WaveFrontSubstreams must be 1 in this case).
                                                       # >0: WaveFront synchronises with the LCU above and to the right by this many LCUs.

#=========== Quantization Matrix =================
ScalingList                   : 0                      # ScalingList 0 : off, 1 : default, 2 : file read
ScalingListFile               : scaling_list.txt       # Scaling List file name. If file is not exist, use Default Matrix.

#============ Lossless ================
TransquantBypassEnableFlag : 0                         # Value of PPS flag.
CUTransquantBypassFlagForce: 0                         # Force transquant bypass mode, when transquant_bypass_enable_flag is enabled

#============ Rate Control ======================
RateControl                         : 0                # Rate control: enable rate control
TargetBitrate                       : 1000000          # Rate control: target bitrate, in bps
KeepHierarchicalBit                 : 2                # Rate control: 0: equal bit allocation; 1: fixed ratio bit allocation; 2: adaptive ratio bit allocation
LCULevelRateControl                 : 1                # Rate control: 1: LCU level RC; 0: picture level RC
RCLCUSeparateModel                  : 1                # Rate control: use LCU level separate R-lambda model
InitialQP                           : 0                # Rate control: initial QP
RCForceIntraQP                      : 0                # Rate control: force intra QP to be equal to initial QP

### DO NOT ADD ANYTHING BELOW THIS LINE ###
### DO NOT DELETE THE EMPTY LINE BELOW ###
#
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