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[bookmark: _Toc504713888]1 Introduction
This contribution introduces the possible levels of immersion of V3C[footnoteRef:2] codecs and highlights how content creation of point clouds and multi-view + depth is performed. The previous version of this contribution (S4-230935) further describes the respective and distinct use cases for V-PCC[footnoteRef:3] and MIV[footnoteRef:4] codecs. The use-cases build upon and are complementary to those in the FS_5GSTAR and FS_5GXR technical reports. [2:  ISO/IEC 23090-5:—, Information technology — Coded representation of immersive media — Part 5: Visual volumetric video-based coding (V3C) and video-based point cloud compression (V-PCC)]  [3:  ISO/IEC 23090-5:2021, Annex H Video-based Point Cloud Coding]  [4:  ISO/IEC 23090-12:—, Information technology — Coded representation of immersive media — Part 12: MPEG immersive video] 



2 Proposed changes	
The text below (without tracked changes) is new and is proposed to be inserted in existing clauses of the MeCAR PD. The tracked changes illustrate where it is proposed to be inserted.

------------------------------------------------------- Begin change ---------------------------------------------------------------
[bookmark: _Toc132968744]9.1	Volumetric video support in MPEG-I V3C
9.1.1 Coding Aspects of V3C 
9.1.1.1 Content Creation
9.1.1.1 Point could content creation 
Point clouds are generated from one or more cameras and depth sensors. These point clouds may contain from thousands up to billions of points with colours, materials, and other properties. They provide the ability to reproduce a scene with high realism and free interaction and navigation. The viewer is relatively close to the object or subject that can be looked at from all sides. Example of point cloud content are provided in the figure below.

[image: A collage of men in different poses

Description automatically generated with medium confidence]
Figure 1 – XD Productions[footnoteRef:5] Acrobat 01 (on top left) and Soccer02 (on top right), Volograms[footnoteRef:6] Rafa (on bottom left) and Sir Frederick (on bottom right) [5:  Arcobat01 and Soccer02 content courtesy from XD Productions, owner of copyright]  [6:  Rafa and Sir Frederick content courtesy from Volograms, owner of copyright] 


9.1.1.2 Multi-view + depth content creation
Multi-view videos are typically generated by one or more cameras that capture a scene from different viewpoints. Cameras can be 2D cameras, range sensing cameras, or both. Calibration of camera colour and intrinsics may be performed ahead of time using checkerboard patterns, and calibration of camera extrinsics (camera poses) may be performed after acquisition by matching the camera images. After that, multiview depth estimation or refinement creates full resolution depth maps in correspondence with the texture maps.
[image: A picture containing ground, several

Description automatically generated]
Figure 2: Shooting of MIV content in Veghel, Netherlands, September 2022

9.1.1.3 Multi-planar images content creation
Content in a multi-view + depth representation may be further processed using volume rendering to estimate volume densities and slice the scene into many layers. Depending on the projection type these layers are called planes (perspective projection), or spheres (equirectangular projection), resulting in multi-planar image (MPI) or multi-spherical image (MSI) representations. 

While more effort may be needed to pre-process and encode, rendering is simplified because the layers can be rendered in order without z-buffering or view blending using the inverse painter's algorithm. However, MPI can be easily created by CGI sources.

[image: A picture containing text, cage

Description automatically generated][image: A picture containing art, stairs, symmetry, spiral

Description automatically generated]
Figure 3: MPI processed images (front-parallel on the left, multiple sphere image on the right)

9.1.2 Levels of Immersion
V3C offers visual comfort and immersiveness over 2D video. Different levels of immersions can be distinguished (Figure 1Figure 4):

· 3 degrees of freedom (3DoF) videos also called the 360° video is the ability to look around.
· 3DoF+ video adds the ability to move your head while standing or sitting on a chair meaning that there is a limited head movement. 
· 6DoF video extends that by being able to walk a few steps or view the object from all sides.

In general, V3C is useful for a variety of applications such as sports events, media performances, immersive teleconferencing, remote assistance, tele-learning, post-event analysis, virtual tours, cultural heritage, and interactive advertisement and customer experiences.

Some key distinctions between MIV and V-PCC enabling the selection of the relevant technology for specific use cases include: 

· AR and MR are enabled by V-PCC.
· Standalone VR is enabled by MIV. 
· A scene description can integrate Immersive media (V3C) and notably V-PCC dynamic and static objects, while MIV can be seen as a “scene in itself” and as a standalone solution.
· In simple deployment, the capability of interacting and viewing a content from all angles is enabled by V-PCC, while the movement of a user for an MIV content is more limited, unless multiple complex rig sets are deployed.
· Generally, V-PCC is looking inward (focusing on an object to look at), while MIV is looking outward (from the viewpoint of the user, and include the background).

Figure 41 depicts the different levels of immersion provided by V-PCC and MIV.


[image: A picture containing screenshot
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[bookmark: _Ref134640543]Figure 14- Levels of Immersion
9.1.1.2 Point could content creation 
Point clouds are generated from one or more cameras and depth sensors. These point clouds may contain from thousands up to billions of points with colours, materials, and other properties. They provide the ability to reproduce a scene with high realism and free interaction and navigation. The viewer is relatively close to the object or subject that can be looked at from all sides. 

In terms of market deployment, it is worth mentioning the following recent developments: 

The Canon C-View Volumetric Video system was installed at the NBA Cavalier stadium, with more than 100 4K Canon cameras installed all around the arena, creating a 3D model and allowing users to choose their viewpoint on the Bally Sports channel and app, as well as for the user to be in the centre of the court via an HMD. https://www.sportsbusinessjournal.com/Daily/Issues/2023/01/06/Technology/cleveland-cavaliers-canon-virtual-reality.aspx

The Volumetric Format Association (https://volumetricformat.org/), an industrial forum, is normalizing not only the data capture (time-of-flight, multiview-plus-depth, structured lights, stereo display) but the generated volumetric format, including point clouds, depth maps, voxels, and meshes.

Support of point clouds, with animations and “streaming” in game engines is emerging as illustrated by: LiDAR Point Cloud Plugin Overview in Unreal Engine | Unreal Engine 5.0 Documentation and https://www.twinmotion.com/en-US/docs/2023.1/UsingTwinmotion/GettingYourContentIntoTwinmotion/point-clouds-in-twinmotion 

Many commercial companies (e.g., Microsoft, XD Productions, Volograms, 4D views, 8i, HHI, Owlii, among others) have recently been in the business of capturing natural 3D point cloud objects and providing services based on this new type of volumetric media. For example:

XD productions (https://www.xdprod.com/) is able to deliver high quality point clouds using their Cyberdome tool for volumetric video productions: 600m² of total space and 400m² of lit 360-degree green screen set, 50 4K cameras and real-time render-farm.
Volograms (https://www.volograms.com/) is able to capture a volumetric video with just a smartphone and transform it into full volumetric content using AI-powered algorithms.
Microsoft has a network of partners to offer volumetric video capture (human hologram notably) all around the globe https://www.microsoft.com/en-us/mixed-reality/capture-studios#layout-container-uide30e  

[image: ]
Figure 2 – XD Productions[footnoteRef:7] Acrobat 01 (on top left) and Soccer02 (on top right), Volograms[footnoteRef:8] Rafa (on bottom left) and Sir Frederick (on bottom right) [7: ]  [8: ] 



9.1.1.3 Multi-view + depth content creation
Multi-view videos are typically generated by one or more cameras that capture a scene from different viewpoints. Cameras can be 2D cameras, range sensing cameras or both. Calibration of camera colour and intrinsics may be performed ahead of time using checkerboard patterns, and calibration of camera extrinsics (camera poses) may be performed after acquisition by matching the camera images. After that, multiview depth estimation or refinement creates full resolution depth maps in correspondence with the texture maps.,
[image: A picture containing ground, several
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Figure 3: Shooting of MIV content in Veghel, Netherlands, September 2022

In its simplest setup, a few connected devices, such as that developed in the Microsoft Mobile Studio Holoportation system that utilizes Azure Kinect for depth plus RGB capture, can be used for simple real-time capture and transmission use cases. https://www.microsoft.com/en-us/research/project/holoportation-3/ 

9.1.1.4 Multi-planar images content creation
Content in a multi-view + depth representation may be further processed using volume rendering to estimate volume densities and slice the scene into many layers. Depending on the projection type these layers are called planes (perspective projection), or spheres (equirectangular projection), resulting in multi-planar image (MPI) or multi-spherical image (MSI) representations. 

While more effort may be needed to pre-process and encode, rendering is simplified because the layers can be rendered in order without z-buffering or view blending using the inverse painter's algorithm.

[image: A picture containing text, cage

Description automatically generated][image: ]
Figure 4: MPI processed images (front-parallel on the left, multiple sphere image on the right)

9.1.2 V-PCC use cases
· Use case 1: 3D free-viewpoint sport replays broadcasting

This use case concerns 3D free-viewpoint in sports events like basketball, soccer games for free viewpoint playback and interaction on mobile devices such as smartphones, tablets, or headsets, and on TV. The user can choose the angle of viewing and watch the same scene from various angles, changing to the perspective of an athlete on the field or any number of alternate viewpoints. Additionally, viewers can control both viewpoint and game time at will. For example, viewpoint can be changed while watching the scene in slow motion. This changes how sports would be viewed alone or in a group. It is an immersive viewing experience where it is as if you are being there in person and control the way you consume the content. This experience requires a capture setup with convergent/inward rig and point cloud model conversion (see creation section).

	

	[image: A picture containing basketball, sport, basketball court, basketball player
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Figure 5 – Free-viewpoint sports capture as a point cloud


· Use case 2: 3D AR/VR content viewing

The second use case concerns AR/VR content viewing with interactive parallax. This provides, for instance, the end-users equipped with headsets an immersive experience for viewing specific contents. By providing the interactive parallax, the comfort of the end-user's visual experience is greatly improved. This use case does not require real-time production of the source content but rely on a more sophisticated production workflow. Here, point clouds may be transmitted as a media component of scene description. They could also correspond to a range of the viewport that average the end-user head. It allows interactive educational and entertainment 3D content. The user can view the content in detail and analyse movements and technical gestures, such as the juggling of a soccer player or the movement of a dancer's arms. This provides the viewer with a much more personalized experience and additional interactive features. It engages viewers and make programs funnier and more memorable. As shown in Figure 6, a point cloud model can be either inserted in a VR environment allowing a user with an HMD or a smartphone to view the content inside a 3D VR scene; or it can be inserted in an AR/MR application to be viewed with AR glasses or a smartphone. In both cases the user will be able to turn around or zoom in and out of the dynamic model. 

	[image: A screenshot of a video game

Description automatically generated with medium confidence]
	[image: A picture containing outdoor, tree, footwear, person
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Figure 6 - VR viewing (on left) AR viewing (on right), point cloud contents from XD Productions	 (content owner of copyright)

· Use case 3: Real-Time 3D immersive telepresence

The third use case is the real time 3D immersive telepresence, as illustrated in Figure 7. In this use case, people from another location appear to be within the same room as the audience. Today, 3D capture and reconstruction enable real-time generation of realistic 3D representations for 3D tele-presence, enabling more immersive communication between people. Point clouds enable a convergence between real and virtual realities by providing a more realistic rendering and a natural MR experience where a user wearing a headset has 6 degrees-of-freedom and is able to turn around the remote person representation. 
	[image: A person giving a high five to another person

Description automatically generated with medium confidence]
[bookmark: _Ref135135908]Figure 7 - Immersive teleconferencing




9.1.3 MIV use cases
· Use case 1: Free navigation

In this use case, an event, such as a sports match or a concert, is captured by multiple cameras (Figure 8). The viewer is able to watch the sports match from the perspective of any of these cameras and is able to freely navigate between them and to some extent move forward into the scene. This use case is suitable for 2D devices whereby the viewpoint change would be performed using UI controls or VR headsets whereby the viewer is able to freely look around and have a more immersive experience.

With larger productions involving more cameras they may be split into groups and encoded separately into multiple atlases. The multi-atlas bitstream that is transmitted to each of the clients may be thinned to have only one group of cameras; thus maintaining a practical bit rate and pixel rate.

[image: A picture containing screenshot, basketball
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[bookmark: _Ref134710384]Figure 8: Possible camera configurations for capturing a sports event

· Use case 2: Telepresence

In this use case, a user has an XR phone that is used for immersive video communication with another party (Figure 9). The other user may have a similar set-up in the case of teleconferencing applications, or a more professional set-up in the case of asymmetric relations such as remote assistance. Content is captured in real-time using one or a few (depth) cameras and transmitted with low latency. MIV is used to package the data in a single video frame and provide the camera parameters. The 6DoF rendering results in an increased feeling of presence. It is also possible to preserve eye contact which is important for human communication.

[image: ]
[bookmark: _Ref134779090]Figure 9: Asymmetric and symmetric immersive video conferencing

· Use case 3: Virtual reality

In this use case, the viewer is immersed into another environment and is able to comfortably look around and observe the scene with full depth perception (stereopsis and motion parallax). While the field-of-view may be up to 360 degrees, the viewing space is typically limited to sitting/standing or maybe walking a few steps to keep content acquisition, pixel rates and bit rates practical.

[image: A picture containing clothing, art, person, mirror
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[bookmark: _Ref134710654]Figure 10: Demonstration of the virtual reality use case of MIV


9.1.3      Coding aspect of V3C
--------------------------------------------- End of change -------------------------------------------------------------------------


3 Proposal
We propose to include the text above in clause 9 of the MeCAR permanent document. 
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