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[bookmark: _Toc100752554]1	Introduction
During SA4#117-e the New Work Item on “Media Capabilities for Augmented Reality” (MeCAR) in S4-220332 was agreed and afterwards approved in by SA#95e in SP-220242.
The media capabilities of AR devices typically contribute to three main functionalities that are simple media rendering, split-rendering, for which a pre/scene-rendering of the scene and views is carried out in the cloud/edge and uplink streaming of sensor and device data to the network in order to support network-based processing of device sensor information.
To support basic interoperability for AR applications in the context of 5G System based delivery, a set of well-defined media capabilities are essential to create the conditions of a successful ecosystem. Therefore, MeCAR work item defines those media capabilities for AR devices in a service-independent manner. In particular, the following objectives are considered:
· Define at least one AR device category that addresses the constraints of an EDGAR-type AR glass
· Note: Additional device categories may be defined, but with lower priority.
· For each AR device category
· Define a reference terminal architecture regarding media capability aspects for this AR device category
· Define media types and formats produced and consumed by the AR device, including basic scene descriptions, audio, graphics and video as well as sensor information and metadata about user and environment.
· Define the integration of the relevant existing 3GPP codecs into the reference terminal architecture
· Define decoding capabilities, including support for multiple parallel decoders
· Define encoding capabilities 
· Define security aspects related to the media capabilities
· Define the required, recommended and optional media capabilities for this AR device category
· Integrate IVAS into suitable AR device categories, once IVAS is available
· Define capability exchange mechanisms based on complexity of AR media and capability of device to support EAS KPIs for provisioning of edge/cloud resources
· Note: Identify a suitable existing capability framework, or if it does not exist, we need to work with the broader industry (e.g., IETF, KHRONOS, W3C, etc.) to get this done.
· Identify which QoE metrics from VR QoE metrics can be reused or enhanced for AR media (e.g., resolution per eye, Field of view (FOV), round-trip interaction delay, etc.) and define relevant KPIs that are dedicated to AR/MR
· Specify additional relevant KPIs and simple QoE Metrics for AR media
· Specify encapsulations into RTP, ISOBMFF and CMAF
· Specify the relevant codec-level parameters for session setup and negotiation of the media delivery and provide instantiations for SDP and DASH MPD
· Enable AR media in 5G Media Streaming by defining suitable 5GMS profiles based on AR media capabilities
· Define typical traffic characteristics for AR media

[bookmark: _Toc100752555]2	Working assumptions
[bookmark: _Toc100752556]2.1 	Device design
Looking at existing AR Glasses, based on the study in TR 26.998 [1] and based on information from chipset manufacturers on existing and emerging devices, an AR Glass designed for AR experiences does integrate complex functionalities and many of those relate to capabilities. Figure 1 is a picture providing an overview of an AR glass.
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[bookmark: _Ref100739368][bookmark: _Ref100739370]Figure 1 - Overview of an AR glass
 Typical functions of such a AR glass consists of:
· Peripheries including
· Displays
· Cameras
· Microphones
· Sensors
· Camera/Sensor Aggregators
· Perception functionality: Eye Tracking, Face Tracking, etc.
· SoC Media
· Display Processing
· GPU functionalities: Composition/Reprojection
· Decoding
· Decryption
· Camera Front ends
· Perception functionality: 6DoF, etc.
· Encoding
· Connectivity
· Wi-Fi, Bluetooth, 5G, etc.
An interesting aspect to consider from the above is that the device consists of different thermal islands, hence division in multiple chips in the headset is highly desirable. This means that both minimizing the power consumption per thermal island as well as minimizing the overall power consumption is an essential design constraint for the device battery life.
In addition, such type of devices require to partition workloads to remote devices or the cloud to some extent to balance the power load. Based on this, media capabilities are also possibly required on UE that acts as a hub for a tethered glass. Architectures and processing for this will be discussion SmartAR. The main target device in the MeCAR work item remains glasses as shown above.
It should be noted that such AR glasses are predominantly served with media that can directly be rendered by the peripheries, or produce media captured on the device and sent to remote processing.
It is considered that for media capabilities related to this primary AR category, only capabilities of the SoC media are to be part of the media capability definitions. We also note that the XR experience observed by the user depends on more aspects than the media capabilities, such as the display, the optics, the quality of the sensors, the stability of the connection and so on. However, such aspects are not considered to be part of the media capabilities for AR.
Initial System-on-Chip (SoC) media will likely rely on existing hardware, for example from lower end mobile chipsets. Some people consider XR even a hack that uses existing components in a smart manner. However, a core aspect of XR experiences different from traditional mobile devices is the concurrent operation of multiple encoders and/or decoders to address different sensors, eye buffers, layers and so on, as well as the rendering to GPU instead of directly going to the display. 
Only over time, such hardware will get added specific functionalities, but not in the near and mid-term. Expected in the future are higher render and display resolutions, multi-layer composition, etc. 
Given that many functionalities are defined through Khronos OpenXR, defining capabilities for example by mandating or recommending support of certain APIs or parameter settings on API may be relevant. In some cases it may not even be possible to define capabilities, but for example rely on test signals and benchmarking requirements that estimate the performance of a device.
Based on these observations, an initial main objective of a standard is to create near to mid-term interoperability for media capabilities based existing and emerging media SoCs.
[bookmark: _Toc100752557]2.2 	General functional architecture
For any type of AR devices targeted by MeCAR, the functional architecture depicted in Figure 2 is applicable.


[bookmark: _Ref100752302]Figure 2 - General functional architecture of AR device
[bookmark: _Toc100752558]2.3	EDGAR-type device architecture
From TR 26.998 [1], the architecture of the EDGAR device type was defined as illustrated in Figure 3.


[bookmark: _Ref100752292]Figure 3 - Architecture of EDGAR-type device
[Editor’s note] The term EDGAR is reused from TR 26.998 [1] as a starting point but it is anticipated that a new name will be given. Suggestions are welcome.
[bookmark: _Toc100752559]2.4	Media Access Function for AR
The Media Access Function defined in TR 26.998 [1] supports the AR UE to access and stream media. Figure 4 depicts its different functions and buffer elements.


[bookmark: _Ref100752277]Figure 4 - Media Access function for AR as defined in TR 26.998 [1]
[bookmark: _Toc100752560]3	Media capabilities
[bookmark: _Ref100751173][bookmark: _Toc100752561]3.1	Categories of media capabilities
Media capabilities may be defined for those categories:
· Audio
· Capture
· Playback
· Codec
· Formats
· Framework (multiple codecs, etc.)
· Camera
· RGB
· Depth
· Display
· Processing
· Number of Displays
· Bit depth
· Color format
· GPU
· Functionalities/APIs
· Performance
· Security
· Content Protection
· Cryptography
· Key Management
· Non-media sensors
· Types: Accelerometer, Magnetometer, Gyroscope, ambient light
· Access for example through OpenXR APIs
· Video
· Playback/Decoding
· Processing
· Recording/Encoding
· Formats (bit depth, color components, chroma subsampling, etc.)
· Framework (multiple codecs, etc.)
· Runtime
· APIs
· Performance
[bookmark: _Toc100752562]3.2	Examples of media capabilities
Given the categories listed in clause 3.1, the following are examples of media capabilities for those categories:
· Video
· Playback/Decoding
· H.264 High, Main and Baseline profile
· H.265 Main and Main 10 Profile
· Maximum processing: Up to 8,294,400 Macroblocks per second (corresponding to 8192x4320 @ 60fps)
· HEIF
· Processing
· Recording/Encoding
· H.264 High, Main and Baseline profile
· H.265 Main and Main 10 Profile
· Maximum processing: Up to 3,888,000 Macroblocks per second (corresponding to 3840x2160 @ 120fps)
· Low-latency encoding
· Error-robustness, slicing, intra refresh, long term prediction
· Formats
· 8-Bit: NV12, UBWC, YV12, RGBA888
· 10-Bit: UBWC TP10, P010
· Framework (multiple codecs, etc.)
· Maximum number of combined encoding and decoding instances: 16
· GPU
· Functionalities
· tbd
· Performance
· Examples
· 3D Triangle Rate
· 3D Pixel Draw Rate
· Texture Fetch Rate
· Z reject rate (pixels/sec)
· The issue is that GPU capabilities are more defined through benchmarks. A way to address is to define a set of test signals that a GPU needs to be able to handle in real-time.
· Audio
· Capture
· Playback
· Codec
· Formats
· Framework (multiple codecs, spatial audio support etc.)
· Low-Latency: input, output, roundtrip
· Game Audio Playback up to 8/16/32 simultaneous streams 	
[bookmark: _Toc100752563]4	Technical status
[bookmark: _Toc100752564]4.1	List of ongoing elements
The work-in-progress elements are:
· Reference terminal architecture for EDGAR-type
· Encoding/Decoding capabilities for EDGAR-type
[bookmark: _Toc100752565]4.2	List of completed elements
The completed elements thus far are:
· None
[bookmark: _Toc100752566]4.3	List of remaining elements
The following elements listed in the work plan remains to be started:
· To be started at SA4#119
· Media types and formats for EDGAR-type
· To be started at SA4#121
· Capability exchange mechanisms to support edge provisioning
· Typical traffic characteristics for AR media
· Addition of AR Media Capabilities for 5G Media Streaming 
· AR Audio Capabilities
· To be started at SA4#122
· Integration of 3GPP codecs in the EDGAR-type architecture
· Security aspects related to the media capabilities of the EDGAR-type
· Encapsulations into RTP, ISOBMFF and CMAF
· Codec-level parameter for SDP and DASH
· To be started at SA4#124
· KPIs and simple QoE Metrics for AR media
[bookmark: _Toc100752567]4.4	List of open issues
The current open issues that are identified are:
· None
[bookmark: _Toc100752568]5	References
[1] [bookmark: _Ref100750727]3GPP TR 26.998, “Support of 5G Glass-type Augmented Reality / Mixed Reality (AR/MR) devices”
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