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* * * First Change * * * 
[bookmark: _Toc92713814]6.6	Shared AR conversational experience 
[bookmark: _Toc92713815][bookmark: _Hlk94954629]6.6.1	6.6.1		Introduction
Shared AR Conversational experience is an end-to-end conversational service that includes communication between two or more parties through a network/cloud entity that creates a shared experience. , meaning that every party in the call in its AR experience sees the same relative arrangements of the other participants relative to each other. Therefore, for instance the interaction between two parties seating next to each other in the virtual space (e.g. when these parties turn to each other when talking) is seen by all participants in the same way. Note that the AR runtime in each device customizes and updates the arrangement of the people in the virtual room. The absolute positioning of people or objects in a user’s scene may vary based on the physical constraints of the user’s room. This shared experience distinguishes this use case from the AR conversational experience of clause 6.6.

In addition to the building blocks listed in clause 6.5.1, an immersive media processing function is needed to create the shared virtual experience. This requirement is discussed as an abstract functionality. In various deployments, this functionally may be implemented in different ways or by different entities, in a centralized or distributed fashion, and other possible arrangements. 
The following building blocks that may be used to realize AR conversational services are identified:
a)	Call setup and control: this building block covers the 
-	signalling to set up a call or a conference. 
-	fetching of the entry point for the AR experience. The protocol shall support upgrading and downgrading to/from an AR experience. It shall also support adding and removing media. This also includes the device type (Type-1, Type-2, or Type-3) as well as non-AR experience, e.g., tablet.
b)	Formats: The media and metadata types and formats for AR calls should be identified. The format for the entry point, namely the scene description, and any extensions to support AR telephony need to be defined. Also, the format for media capturing, e.g., point clouds, colour attributes, etc. need to be identified. For AR telephony media types, the required QoS characteristics need to be defined, as well as the format properties and codecs.
c)	Delivery: the transport protocols for the AR media need to be identified. AR telephony and conferencing applications require a low latency exchange of real-time media. A protocol stack, e.g. based on RTP, will be required.
d)	5G system integration: offering the appropriate support by the 5G system to AR telephony and conferencing applications includes: 
-	signalling for QoS allocation, 
-	discovery and setup of edge resources to process media for AR telephony, 
-	usage of MBS, 
-	data collection and reporting. 
The building blocks may have different instantiations and/or options. For example, the delivery may be mapped to a WebRTC protocol stack or to an MTSI protocol stack. Furthermore, a single session may combine several delivery methods to accommodate the different media types supported by an AR conversational service.
In additionT, AR his experience may be deployed with a combination of AR and non-AR devices. In this context, an AR device is capable of laying over received media object on a see-through glass (e.g. AR glass) or the display of the device while capturing live content through its camera and rendering on its display (e.g. a table or phone). A non-AR device can only receive one or multiple 2-D video streams each representing one of the other participants but is incapable of laying over received media object with the see-through or captured by its camera scene. In such a scenario, each AR device creates an AR scene as mentioned above. But an application running on the edge/cloud may create one or multiple 2-D videos (i.e. a VR video or multi-view videos) of a virtual room which includes alltelephony and conferencing applications may support asymmetrical and symmetrical experiences. In an asymmetrical case, one party is sending AR immersive media and the backchannel from other participants  and streams one or more of them to a non-AR device, based on its user’s preferencemay be audio only, 2D video, etc. In a symmetrical case, all involved parties are sending and receiving AR immersive media. The user on non-AR can also change its viewport to the virtual room by changing the position of its device or using navigation devices such as keyboard or mouse, but the device does not provide an AR experience. 
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