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1 Introduction
The document presents an update to the Real-time XR sharing core use case in XR5G Technical Report [1] to include use case 23. During the SA4#105 meeting, this use case has been agreed to be moved to the Technical Report [1]. As a consequence, we provide here the necessary updates to be implemented in the TR. 

The updated row from Table 6.1-1 [1] should be updated as follows: 

Table 6.1-1 Core use case mapping to Annex A

	Core Use Cases and Scenarios
	Clause
	Use Case from Annex A

	Real-time XR Sharing
	6.3
	Use Case 7: Real-time 3D Communication
Use Case 8: AR guided assistant at remote location (industrial services)
Use Case 11: Real-time communication with the shop assistant
Use Case 17: AR animated avatar calls
Use Case 23: 5G Shared Spatial Data


2 Update to the Real-time XR Sharing use case in the TR

6.1.1 Description

UE B is a device capable of XR rendering, such as AR glasses, or a mobile phone that is sending a real-time video stream of the XR experience to UE A, as illustrated in Figure 6.3-1. The XR experience is being captured and rendered by the UE B. The experience includes capture of 3D objects in a 2D scene. The rendering experience includes (real-time) 3D (static/dynamic) object placement in a 2D scene, overlay video, avatars, etc., that may be downloaded from the cloud, or sent by UE A to UE B. A bidirectional or unidirectional A/V channel may be open between the devices depending on the use case. The received objects by UE B can be influenced by UE B directly as well, based on direct or indirect input from the user. UE A also sends a real-time stream of motion signals and effects that influence the rendering of the 3D object model on UE B. Examples include: 1) head/body motion or facial expressions resulting in corresponding changes in a dynamic 3D object, e.g. an avatar, and 2) positioning and size of the 3D object within the XR scene, and subsequent changes in these parameters such as moving the object closer to a wall or making it larger. Motion data may be collected using direct input from the user interface of the device or implicitly using data from camera, gyroscopes, accelerometer, etc., including gestures. Other predefined effects for the 3D objects that can be placed on or around it can also be shared from UE A to UE B or downloaded from the cloud. Network based XR media processing may be used where required.

In a subset of this scenario where XR is not used, a 3D object may be rendered within the received video stream, e.g., a 3D representation of the head of a video call participant.
Shared AR experiences can be realized using a Spatial Computing Server (SCS), as shown in Figure 6.3-1. Collocated users with AR devices can view and interact with AR objects in a time synchronized and spatially correct manner using the SCS. Devices will send positional data updates (e.g. GPS, Wifi, visual scans etc.) to the SCS. The SCS provides spatial maps, spatial anchors and localization services to the devices. Spatial data may be crowd-sourced from multiple devices for higher accuracy in spatial mapping. It should also be possible to then assign spatial information to AR objects so they can be be dropped by users at specific locations for later discovery by other visitors.
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Figure 6.3-1 Real-time sharing of XR content
6.1.2 Architecture Mappings and Procedures

6.1.3 Media Processing Functions and Media Formats

6.1.4 Quality-of-Experience and Quality-of-Service Considerations

6.1.5 Gap Analysis, Recommended Objectives and Candidate Solutions

[For this use case, the potential normative work may cover:

· Support of static/dynamic 3D objects in MTSI (formats and transport)

· Overlaid video rendering in the network or locally

· Synchronization of different capturing devices

· Coded representation of 3D depth signals and transport in MTSI 

· Coded representation of XR scenes and transport in MTSI

· MTSI/FLUS uplink of XR video

· Downlink XR video with local/cloud computation and rendering

· Visual coding and transmission of avatars or cut-out heads, alpha channel coding

· Transports and potentially coding of motion data to show attentiveness.
· Scalable formats for storing and sharing spatial information.
· Data representation for spatial information.
· Collected sensor data to be streamed

· Content delivery protocols to access AR maps and content items
]
3 Proposal

The proposal is to update the text of section 6.3 of the XR5G Technical Report [1] and the Figure 6.3-1 with the text in the above sections. 

4 References

[1] 3GPP TR 26.928: “Extended Reality in 5G”
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