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1 Introduction
In Section 3 of the ITT4RT Permanent document, the term recommended viewport is used for the viewport of another participant when sharing viewports. The proposed changes are highlighted in the text below. 
2 Proposed changes
X.1 Viewport sharing among remote participants
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Figure 3.1 Viewport sharing between remote participants w/o MRF/MCU
Figure 3.1 illustrates viewport sharing capability added to the above use case. When B is presenting to the conference or B is communicating with C, C may be interested in B’s focus or her 360-degree viewport, especially when B is interacting with anything or anyone in room A. In such case, C would request to follow B’s viewport. Upon permission from B, C may follow B’s viewport on his own display device regardless of C’s orientation. In this scenario, room A may multicast (i.e., send the same information using unicast to different receivers as in usual MTSI/Telepresence) viewport dependent stream with embedded B’s viewport metadata to both B and C. C’s device will follow embedded viewport metadata and playback the same viewport presented to B.
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Figure 3.2 Viewport sharing between remote participants w/ MRF/MCU

Figure 3.2 shows the second scenario where the call is setup using a MRF or MCU. The MRF/MCU may receive C’s viewport sharing request and check B’s permission for such request. Once B’s permission is confirmed, MRF/MCU may forward the viewport dependent stream with B’s viewport metadata embedded to C. C’s device will follow embedded viewport metadata and playback the same viewport presented to B.

Viewport sharing feature may require capability of party A or MRF/MCU to forward B’s viewport-dependent video stream to C after request/response signalling exchange, and embed B’s viewport metadata into the stream.

EDITOR’S NOTE: Impact of motion sickness from viewport sharing is to be investigated

X. 2 Viewport-dependent stream for display device

Participants in conference room A may have their own display device (HMD, AR glass or mobile phone) to receive a 360-degree video stream (viewport independent or dependent stream) from room A, or conversational video from remote participant B or C. For a large conferencing room, some participants may not sit close to the view screen or other participants he or she would like to communicate, a display device may offer high quality view of room A regardless where the participant sits. A viewport-independent or viewport dependent 360-video stream may send to participant’s display device.
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Figure 3.3 Proposed viewport sharing use case w/o MRF/MCU

Figure 3.3 shows the first scenario, the call is setup without the support of a MRF or MCU. B and C send viewing orientation information to A and receive corresponding viewport-dependent streams from the omnidirectional camera. For the participants with their own display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video stream by sending orientation information to A. 
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Figure 3.4 Proposed viewport sharing use case via MRF/MCU
Figure 3.4 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport dependent streaming may be handled by MRF or MCU. For the participants with their own  display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video by sending orientation information to MRF/MCU.
X.3 Viewport sharing for second display device

When a remote participant B or C is presenting or communicate to the room A, participants in room A with their own display device may be interested in B or C’s focus or interaction on specific viewport of 360-degree video captured by omnidirectional camera, these participants may request to follow B or C’s viewport and receive the same viewport-dependent stream sending to B or C.
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Figure 3.5 Viewport sharing to second display w/o MRF/MCU
Figure 3.5 shows the first scenario, the call is setup without MEF or MCU. Participants in room A with their own display device may like to follow B’s viewport, participant sends the request to B and is authorized by B. The viewport-dependent video for B is then played back on authorized participant display device with embedded viewport information, the display device would follow embedded viewport information to render the viewport regardless participant’s orientation.
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Figure 3.6 Proposed viewport sharing use case via MRF/MCU

Figure 3.6 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport sharing request may be handled by MRF or MCU, MRF or MCU receive the request from participants and confirm the authorization from B. MRF or MCU then sends viewport-dependent video streams with embedded ‘B’s viewport metadata to B and her followers in room A. 

3 Proposal

The proposal is to make the necessary changes in the ITT4RT permanent document. [image: image7.png]
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� Contact: Igor Curcio, Saba Ahsan, Nokia Technologies, Finland. Emails: (igor.curcio, saba.ahsan(@nokia.com.





- 4/4 -

