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Preface and proposal
[bookmark: _GoBack]In a previous contribution [1], the source put forth a first proposal for an IVAS encoder input audio and session metadata specification. The focus of the contribution was on metadata syntax and semantics, rather than a representation format, which is an important but somewhat separate matter. Further contributions were invited for proposals on audio input and metadata formats (e.g., WAV, XML, JSON, ASCII, etc.). 
The contribution was generally well received at SA4#105, but there were some questions about object orientation for objects with directivity and device orientation metadata. In this minor revision of [1], the source recognizes that further discussion is needed to resolve these questions on metadata orientation and leaves the detailed description of this metadata as TBD. However, it is now specified, in response to feedback received during SA4#105, that audio objects with directivity shall also have orientation metadata associated with them. The remaining metadata is presented again for discussion and agreement as an initial working draft specifying IVAS encoder input metadata.
It is proposed that the text starting with numbered Section 1 below be agreed upon as the first draft of an IVAS Encoder Metadata specification and that it should be included as an annex to Pdoc IVAS-4.
1. Introduction
What follows is a proposed description of IVAS encoder metadata syntax and semantics. It is assumed in this document that audio and metadata is stored and delivered in suitable container format. More specifically, it is assumed that audio input is delivered to the encoder as multiple mono audio tracks, each track having an associated metadata stream. Audio tracks are delivered to the encoder in a known order. 
The metadata specified herein can be used to indicate the type of each audio track and its related properties. All metadata in this proposal is dynamic, with one metadata update provided per frame of audio. However, many fields are optional. Optional fields take a default value when not present. 
It should be emphasized that the present proposal in all potential metadata combinations likely comprises a superset of codec features that would be beyond what is envisioned for IVAS. This proposal should not be construed in a sense that it competes against IVAS codec design constraints. Rather, the only specification of required codec features shall remain the IVAS design constraints.
2. Session Metadata
Session metadata is associated with the entire encoding session rather than a specific audio track. Like audio metadata, session metadata is updated once every audio frame.
2.1 Device Position and Orientation
Session metadata includes optional information about device position and orientation at the time each audio frame is encoded. Device orientation is expressed in degrees of yaw, pitch and roll. Device position (translatory) is expressed in the same way as for object tracks (Section 3.2.1) The device is assumed to be in the same normalized space as the encoded audio.
	deviceYaw (9 bits, optional)
	Description
	Data type

	Default: 0
	Yaw, in degrees, from 0 to 359, where -180 = 180 = rear, 90 = left, -90 = right, and 0 = front. 
	Unsigned integer



	devicePitch (9 bits, optional)
	Description
	Data Type

	Default: 0
	Pitch, in degrees, from -180 to 180.

	Signed integer



	deviceRoll (8 bits, optional)
	Description
	Data Type

	Default: 0
	Roll, in degrees, from -90 to 90.

	Signed integer



Note: It may be for discussion if multiple Device Position and Orientation metadata elements should be enabled to better address multi-party scenarios.
2.2 Track Groups
Audio tracks may be combined into track groups. Track groups can be used to indicate to the encoder that a set of tracks are intended to be subjected to the same transformation(s) at the rendering end (e.g., for headtracking purposes). This information allows the encoder to combine and jointly code audio tracks in order to use available bitrate efficiently, without the expectation that independent manipulation or rendering of the individual tracks will be necessary. There can be up to [64] track groups. The number of expected track groups is given as session metadata. Group membership is provided as audio metadata (i.e., it is specified within the metadata for each track).
Note: Passthrough of single objects according to the concept suggested in [2] can be supported by specifying track groups containing single object tracks.
The numTrackGroups field specifies how many track groups are currently present in the encoding session.
	numTrackGroups ([6] bits, optional)
	Description
	Data type

	Default: 0
	numTrackGroups = Number of track groups present – 1. 
The default value of 0 indicates 1 group is present.
	unsigned integer


2.2.1 Track Group metadata
The following metadata is associated with each track group in the encoding session.
The bitrate field indicates the target bitrate for the track group in bits per second. The encoder cannot exceed this bitrate in the portion of the IVAS bitstream associated with this track group.

	Bitrate ([TBD] bits, required)
	Description
	Data type

	
	Indicates bitrate for the track group.
[Allowed values are TBD.]
	unsigned integer




The bw field (2 bit) indicates the audio bandwidth to be for coding the tracks in the track group.
	bw (2 bits, optional)
	Description

	00 (default)
	FB

	01
	SWB 

	10
	WB

	11
	NB



The dtx field (1 bit) indicates whether discontinuous transmission may be used for the tracks in the track group.
	dtx (1 bit, optional)
	Description

	0 (default)
	dtx disabled

	1
	dtx enabled 



The diegetic field (1 bit) indicates whether the audio tracks in the track group are diegetic or non-diegetic.
	diegetic (1 bit, optional)
	Description

	0 (default)
	non-diegetic

	1
	Diegetic



The dialogue field (1 bit) indicates whether the track group consists of dialogue content. This information is useful in situations where dialogue may be treated differently from other components in the session for the purpose of prioritizing intelligibility.
	dialogue (1 bit, optional)
	Description

	Default = 0
	When set to 1, specifies that a track group contains dialogue. 



The binaural flag indicates that headphone virtualization has already been applied to the track group. 
	binaural (1 bit, optional)
	Description

	Default = 0
	When set to 1, no additional spatialization should be carried out before direct presentation over headphones. 



Note: the binaural flag should be used in conjunction with a channel audio track of channelType binaural.

The directPresentation flag indicates that headphone virtualization is not to be applied to the track group when the rendering endpoint is headphones. Instead, reproduction should be the same as for a Stereo speaker endpoint.
	directPresentation (1 bit, optional)
	Description

	Default = 0
	When set to 1, specifies that headphone virtualisation should be bypassed. 



Note: the directPresentation flag has a distinct purpose from the binaural flag. The binaural flag indicates that headphone spatialization has already been applied. Whereas, the directPresentation flag is used to indicate that the content creator does not want headphone spatialization to be applied to the content. Conventional reproduction over stereo loudspeakers is, however, appropriate when directPresentation is set.
3. Audio Metadata
Audio metadata is associated with each audio track in the encoding session. It is updated once per input audio frame.
The trackType field (2 bits) indicates whether the audio track is part of a channel-, scene-, or object-based presentation.
	trackType (2 bits, optional)
	Description

	00 (default)
	Channel

	01
	Scene-based

	10
	Object

	11
	RESERVED



The trackGroup field indicates group membership.
	trackGroup ([6] bits, optional)
	Description
	Data type

	Default: 0
	Indicates which track group this track belongs to. By default, a track belongs to group 0.
	unsigned integer



3.1. Channel Tracks
Channel audio tracks contain the following metadata, per frame:
	[bookmark: _Hlk15988836]channelType (2 bits, optional)
	Description

	00 (default)
	Stereo

	01
	Standard

	10
	Custom

	11
	Binaural



For Stereo and Binaural channelTypes, the first track that is tagged with this channelType is assumed to be the left channel. The track that immediately follows is assumed to be the right channel and its channelType and trackGroup fields, if present, will be ignored. Behaviour is undefined if a track of channelType Stereo or Binaural is the last track present.
The Standard channelType is used to specify standard channels that are given in [3]. If channelType = 01, the channelIndex field identifies one of the following standard channels.

	channelIndex (6 bits, optional)
	Description (from [3])

	0 (default)
	M+000

	1
	M+022

	2
	M-022

	3
	M+SC

	4
	M-SC

	5
	M+030

	6
	M-030

	7
	M+045

	8
	M-045

	9
	M+060

	10
	M-060

	11
	M+090

	12
	M-090

	13
	M+110

	14
	M-110

	15
	M+135

	16
	M-135

	17
	M+180

	18
	U+000

	19
	U+022

	20
	U-022

	21
	U+030

	22
	U-030

	23
	U+045

	24
	U-045

	25
	U+060

	26
	U-060

	27
	U+090

	28
	U-090

	29
	U+110

	30
	U-110

	31
	U+135

	32
	U-135

	33
	U+180

	34
	UH+180

	35
	T+000

	36
	B+000

	37
	B+022

	38
	B-022

	39
	B+030

	40
	B-030

	41
	B+045

	42
	B-045

	43
	B+060

	44
	B-060

	45
	B+090

	46
	B-090

	47
	B+110

	48
	B-110

	49
	B+135

	50
	B-135

	51
	B+180

	52
	LFE1

	53
	LFE2

	54-63
	RESERVED



If channelType = 10, positional metadata for the channel is indicated by the posCoordinateSystem, pos1, pos2, and pos3 fields, according to the specification for object tracks. 
Note: Besides position, other object metadata such as extent, diffuseness, etc., cannot be used with channels.
3.2 Object Tracks
Object audio tracks contain the following metadata, per frame:
	objectType (2 bits, optional)
	Description

	00 (default)
	Mono

	01
	Planar FoA

	10
	Full FoA

	11
	Mono with panning gain



FoA object tracks are used for representing objects with directivity (Section 3.2.3). For FoA objectTypes, the first track tagged with this objectType is assumed to be the W channel. The tracks that immediately follow are assumed to be the (Z)YX channels (in that order) and their trackGroup and object metadata fields, if present, will be ignored (i.e., all the object metadata must be provided with the W track). Behaviour is undefined if a track of FoA objectType is not followed by the correct number of tracks for the planar or full FoA representation. Normalization for FoA object tracks follows the SN3D scheme.
The objectID field can be used to identify the object, per frame. One out of 63 unique object identifiers may be chosen out of the set from 1…63. The default objectID 0 (zero) is used to signal that there is no particular object identification. 
	objectID ([6] bits, optional)
	Description
	Data type

	0 (default)
	Identification index
	unsigned integer



3.2.1 Position/Panning gain
Minimally, an object (except for mono objects with panning gain) needs an associated position in space. Cartesian and spherical coordinates are both useful in different usage scenarios and are therefore both supported. Object positions are given in normalised coordinates. The object space is either a unit sphere or a unit cube, depending on the coordinate system. 
For objectTypes “00” (mono), “01” (planar FoA) and “10” (full FoA) the following definition of object position applies: 
	posCoordinateSystem (1 bit, optional)
	Description

	0 (default)
	Spherical coordinates, over the unit sphere.

	1
	Cartesian coordinates, over the unit cube.



	pos1 (9 bits, required)
	Description
	Data type

	If posCoordinateSystem = 0
	Azimuth, in degrees, from -180 to 180, where -180 = 180 = rear, 90 = left, -90 = right, and 0 = front. 
	Signed integer

	If posCoordinateSystem = 1
	X-position (left-right), from -1 to 1, where -1 = left, 0 = centre, 1 = right. 
	Signed fractional



	pos2 (8 bits, optional)
	Description
	Data Type

	If posCoordinateSystem = 0
	Elevation, in degrees, from -90 to 90, where -90 = below, 90 = above, 0 = listener ear level.
Default = 0.0 
	Signed integer

	If posCoordinateSystem = 1
	Y-position (back-front), from -1 to 1, where -1 = back, 0 = centre, 1 = front.
Default = 1.0; 
	Signed fractional



	pos3 (8 bits, optional)
	Description
	Data Type

	If posCoordinateSystem = 0
	Radius from 0 to 1, where 0 = centre (at the listener position) and 1 is at the surface of the unit sphere. 
Default = 1.0
	Unsigned fractional

	If posCoordinateSystem = 1
	Z-position (bottom to top), from -1 to 1, where -1 = below, 0 = centre (at ear level), 1 = above. 
Default = 0.0
	Signed fractional



For objectType “11” (mono with panning gain), the following metadata element for panning gain applies:
	Panning gain (8 bits, optional)
	Description
	Data type

	Default = 0.5
	Gain from 0 to 1 to pan the mono object to left or right stereo channel, using the weights leftGain and rightGain, with
LeftGain = Gain
RightGain = 1 - Gain 
	Unsigned fractional



3.2.2 Extent
Objects can represent point sources or larger sources having a specified extent over space. This property is captured by extent metadata. Extent can be uniform in all dimensions or can be specified separately for each dimension.

	extentDimensions (1 bit, optional)
	Description

	0  (default)
	One-dimensional extent is specified in extent field

	1
	3-D extent is specified in extent1, extent2, and extent3 fields.



	extent (8 bits, optional)
	Description
	Data Type

	default = 0.0
	One-dimensional extent (uniform in all dimensions), in normalized units, from 0 to 1.
	Unsigned fractional




	extent1 (9 bits, optional)
	Description
	Data Type

	If posCoordinateSystem = 0
	Azimuth extent, in degrees, from 0 to 359. 
Default = 0.0
	Unsigned integer

	If posCoordinateSystem = 1
	Horizontal extent (X-dimension), in normalized units, from 0 to 1.
Default = 0.0
	Unsigned fractional



	extent2 (9 bits, optional)
	Description
	Data Type

	If posCoordinateSystem = 0
	Elevation extent, in degrees, from 0 to 359. 
Default = 0.0
	Unsigned integer

	If posCoordinateSystem = 1
	Front-back extent (Y-dimension), in normalized units, from 0 to 1.
Default = 0.0
	Unsigned fractional



	extent3 (8 bits, optional)
	Description
	Data Type

	If posCoordinateSystem = 0
	Radial extent, normalized units, from 0 to 1. 
Default = 0.0
	Unsigned fractional

	If posCoordinateSystem = 1
	Up-down extent (Z-dimension), in normalized units, from 0 to 1.
Default = 0.0
	Unsigned fractional



3.2.3 Directivity and Orientation
Object directivity metadata can be used to represent a time and frequency-dependent directivity pattern for an object. The source proposes either a waveform or a parametric representation to convey directivity information for an object in FoA form. A waveform approach can consist of 3 waveforms for planar directivity or 4 waveforms for full directivity. In such an approach, multiple audio tracks must be associated with the object, as stated in Section 3.2. A parametric approach, on the other hand, may consist of frequency-dependent FoA coefficients over a set of frequency bands. These metadata can be associated with a mono object audio track. The details of this approach are TBD.
Objects with directivity metadata are required to also contain orientation metadata. Orientation metadata represents object orientation along 3 axes. Orientation metadata follows the same definition as device orientation metadata, see clause 2.1.

3.2.4 Diffuseness
Diffuseness metadata specifies the balance between spatial and isotropic rendering for an object.
	diffuse (8 bits, optional)
	Description
	Data Type

	
	Specifies the diffuseness of an object, in normalized units from 0 to 1. A value of 1 indicates complete diffuseness (i.e., an audio source that is completely isotropic), whilst a value of 0 indicates no diffuseness.
Default = 0.0
	Unsigned fractional



4. Scene-based Tracks
[bookmark: _Ref386457637]Ambisonics tracks shall use Ambisonic Channel Number (ACN) component ordering [4]. The first track of the scene shall have a trackType value of 01 and in addition may contain a sceneOrder field.
	sceneOrder (3 bits, optional)
	Description

	00 (default)
	Planar FOA (WXY)

	01 – 06
	Ambisonics order



The following N-1 tracks, where N is the number of ambisonics channels corresponding to the sceneOrder, are assumed to belong to the same audio scene and their trackType, sceneOrder and trackGroup fields will be ignored. Undefined behaviour will result if a trackType = 01 track is followed by an insufficient number of tracks for the selected sceneOrder.
Ambisonics scenes shall use Schmidt semi-normalized (SN3D) normalization of the scene components.
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